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The three pillars of Nikhef Physics Data Processing

Algorithmic design
patterns and software

« designing software for (GPU)

accelerators, algorithms &

high-performance processors

» design patterns for

workflow & data orchestration

Infrastructure, network &
systems co-design R&D

building ‘research IT facilities’

co-design & development
big data science innovation
research on IT infrastructure

accelerating ‘time to science’ through computing and collaboration

Infrastructure for
trusted collaboration

trust and identity for
enabling communities
managing complexity of
collaboration mechanisms
securing the infrastructure
of our open science cloud

&
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Ambitions and execution

« Accelerate time to results with efficient use of computing

» exploit new systems design and integration:
different architectures, innovative vendors, faster networks

e ensure our users access to the broadest range of services with ease

Meanwhile

e ensure our computing capacity is sustainable
we fund it to a large extent from generic, non-subatomic-physics sources

« continue push for generic access of services
important to keep individual RIs like WLCG in line with (access to) generic infrastructures
divergence puts our NL-T1 funding model (2.7M€ per year for WLCG alone) in jeopardy

* move more of our experiments to generic computing infrastructure so we can contribute
more effectively, cheaper and faster, like we invested in IGWN and KM3NeT

accelerating ‘time to science’ through computing and collaboration Nik|[hef




Some computing, engineering and trust highlights

From single GPU demo to 500 node LHCb HLT1
makes tracking info directly available for classification

« significantly increased
use of GPUs
not only with Allen
but also in our analysis facility

02

T T T T
LHCb Preliminary HLT2 Turbo -

2024 HItl(Two)TrackMVA
Run 2 LOHadron + Hlt1(Two)TrackMVA

o i

TOS efficiency, eros
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1 Now we get much
20 - higher efficiency

s | (blue — red points)
| for e.g. D(s)—KK1T
charm physics
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Transverse momentum, pr(D,*) / GeVe™!

* 94.3% occupancy of our NL-federated Tier-1 facility

* Nikhef compute for IWGN now >11% of global capacity*
* 800 Gbps coherent long-distance AMS-GVA network

« Security and risk management for EOSC EU Node

* new AARC architecture and trust framework ’i?NOfth?gaggs asawhﬂi%g/ides
. . t +
with tokens for more than just IGWN and WLCG °°$ resoHrees

Data: occupancy data for Nikhef NDPF NL-T1 and DNI compute (https://www.nikhef.nl/pdp/doc/stats/ndpf-prd-grisview-year). IGWN data: OSG Gracia portal, whole of 2024: Nikhef 11.1% + SURF 6.1%
https://gracc.opensciencegrid.org/d/9u1-Q3vVz/cpu-payload-jobs?orgld=1&var-ReportableVOName=ligo&var-Project=All&var-Facility=All&var-Probe=All&var-interval=1d&from=1704067200000&t0=1735689600000&viewPanel=9
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ATLAS TO export repeat 800G bpS
In practice
TO rates on pected |T1atthe |expected
Site Export day 1,2 time rates
60 1.5

e TO export rates are the most important
use case and were not achieved
e The rates weren’t achieved because they

were queued behind production

. o BNL-ATLAS 613

O T2 traffic is non negligible in ATLAS FZK-LCG2 32 422

(42% dst, 25% src) IN2P3-CC 38 50.9 134%

e Tests were repeated injecting one site at  INEN-T1 23
. NDGF-T1 15 13.8
the time 13.8

SARA-MATRIX 15 12:2 , a,
o Rates improved for the majority of sites bic 1 G E 1 EE? -I"Irﬂ

e Some differences: RAL-LCG2 38 15

2r2 109%

o  SARA was testing 800 Gb/s after DC24; TRIUMF-LCG2 25 23.9
was injected with much larger rates T1 summary 257 197.4 562.7 219%
o RAL wanted to test writing directly to T1 summary -SARA 242 185.2 288.6 119%
tape in the second test; other limitations
were identified T1 summary 257
o NDG F. resolved the dcache bug that was T1 summary -SARA 242 185.2 288.6 119%
affecting them

)
25
LHCONE/LHCOPN meeting, April 2024 I

From: Katy Ellis (STFC RAL): DC24 report, LHCOPN meeting, Catania, IT, April 2024 https://indico.cern.ch/event/1349135/#6-dc24-report

accelerating ‘time to science’ through computing and collaboration Nik|[hef



https://indico.cern.ch/event/1349135/#6-dc24-report

A compact programme backed by computing technology

People: 2.1 FTE (spread over 3 staff)
* our one postdoc got a permanent position (LHCDb)
at Maastricht University since July 1st

But: rely can on ~ 6.5 FTE from Nikhef Computing Technology
~ 3 FTE (nominally) infrastructure operations
for both our Tier-1 (co-funded by SURF) and Tier-3
while also providing researcher engagement & support
~ 1.5 FTE infrastructure for collaboration and cross-domain security
(funded by GEANT, EGI, and other EC contracts)
~ 2 FTE innovation, accelerated processing and next-gen networks
(mostly funded by SURF), doubling with support for advanced infra operations

Activities on accelerated computation, ML (and QC) spread across all programmes, with PDP patrticipation,
to ensure proper sustained embedding of their results in the programmes

accelerating ‘time to science’ through computing and collaboration Nik|[hef




Pathways via projects
and collaborations

New initiatives and projects
« strengthen the strategic areas
* ensure continuity of

research and infrastructure

future project pathways planned:
FASTTRACK, Al/ML Upgrade, ...

Public partner R&D engagement

AMD, Nokia, NVidia, NL-ix, AmsIX...

Dutch national government

frastructure R&D
and systems
co-design

Collabaration

ey

frastructure
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Next to operations and innovation, we push ahead!

Drive change in analysis and re-processing with accelerators to become ‘the default’:

+ we have GPU accelerator expertise with Allen for LHCb’s ... on to a FASTER FASTTRACK

« thereis already large embedded effort on Al & ML across the Nikhef portfolio

« asaTlhave fast access to data, and have a GPU-heavy national HPC system at SURF

« strong and coherent CompSys research in CS, and the Al coalition across Dutch academia

Push the high-throughput system integration boundaries
+ dedicated ‘lab’ data centre for Tbps+ networks, energy & cooling, novel architectures
« excellent links with SURF, public sector, and vendor ecosystem

Make collaboration easier across domains
» keep our field connected to AAl in R&E space, evolving our federated access

* building on the foundations we brought and bring
to eduGAIN/GEANT, EOSC, EGI, SURF, and the trust and identity federations

« executable papers, research workflows, ‘beyond’-Open-Science workflows, Open Scholarly Infrastructure

accelerating ‘time to science’ through computing and collaboration Nik|[hef




Data processing across all of Nikhef
« Per-programme algorithmic collaboration

cm About v ResearchComputing  Technologies ~ Research News Events

Fostering Community Amongst Developers
and Researchers: A Reflection on the 2024

from compiler flags to restructuring algorithms European Autumn HTCondor Workshop
* Computing Office Hours oo e

from printing to vectorisation, all in one go
... and across the national and global landscape

Join the SIG-RED visit to Nikhef in Amsterdam on
19 November 2024

Riding the infrastructure innovation chain together

Computing Operational Research Operational innovation
Sciences (near-term, NextGen storage, (procurement, systems Advancing scientific research and HTCondor us|

Research 800G+ network, QC & simulators)  vendor co-engineering) HTCondor Workshop. It was also an occasion tol

HTCondor users, and exchange experiences an

Fre HTCondor workshop took place in Amsterdam |
= T\ ”
Introduction N\ R i
- X
= i o = -2 ~
- 5 |
5 TS o -
=
= 2.0 5
o
= 700,

scaling and validation with applications | P o A

Computing and networks for research crossing borders with ease Nik|hef .
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P Price evolution NL-T1 (Nikhef pricing CPU, disk)
Challenges and opportunities -
s ——_——
Computing operations and funding for capacity - e o e
are a continuous challenge ] N’—
* energy and personnel costs are dominating factors —.]
« ‘Al bubble’ actually works against us for hardware pricing ' performance incroase per
* Dutch funding model with emphasis on short-term competition
assumes operations are ‘just’ funded from institutional basis
« reliance on generic funding means we must remain aligned! .

But we can also help and make an impact at the same time \Z\/'\_/\/ —o
— ——Tape

large users like us improve efficiency of whole ecosystem

acceleration advances and ML help us exploit new systems, . the true effect of flat budget’
and aIIOW uS to do more With the resources We do get 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

innovation programme aids on procuring national systems that fit also our future needs

Nikhef Data Processing Facility TCO data. Percentage (WLCG) Tier-1 data: SURF, 2024

accelerating ‘time to science’ through computing and collaboration Nik|[hef




Continuity for capacity and an ‘Al/ML’ upgrade

Opportunities can actually be found in funding landscape

« Large-Scale Research Infrastructure upgrade call specifically
mentions as eligible examples
‘joint e-Infrastructure’ and ‘access to and development of the latest
Al and data processing techniques’

* we can build on BIGLHC (2013) and KM3NeT 2.0 (2019) i
 GPU heavy extensions both for Al/ML and accelerated compute Ll

sssssss

nnnnnnnnnnnnnnnnnnnnnnnnnn
nnnnnnnnnnnnnnnnnnnnnnnnnnnnn

« ensuring all types of data are available for training (and validation) | o

Examples of upgrade investments: .
Upgrade investment can enable (beyond) state=or-tre=
base and bring about collaboration between existing LSRIs, resulting in wider impact and economies of

WhICh Can Complement other fu ndlng Opportunltles scale. Contributions to greening of an LSRI can be part of the investment. For example, by integrating
R . greening into the upgrade investment or by partially focusing it on greening. Examples of upgrade
that are available to Nikhef for Al/ML investments are investments : _ _
e development and/or procurement/construction of the latest state-of-the-art equipment for
the LSRI;

e expansion and enrichment of data and sample collections

e _linking or integrating existing p
setting up a joint e-infrastructure;

e Modifications to existing LSRI needed to reduce its carbon footprint.

accelerating ‘time to science’ through computing and collaboration




Physics Data Processing
towards results unconstrained by computing
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Pushing computing boundaries, some examples

From single GPU demo to 500 node LHCb HLT1 CSC
makes tracking info directly available for classification

Providing Security and
Risk Management for the

E Miicormmmn iz European Open Science i .
22 s HL TwoyTrackMVA Cloud “EU Node” core services
f [ -+ Run2LO0Hadron + Hitl(Two)TrackMVA -] A 3 2
E“’ ettt e (procured EC service, de.I|ve£§.d _*_ G E &
2ol —_— T E with =<i)
0.8} — — Enrich your Enter the Gateway Manage your Exchange with
b 3 | Now we get much d next-gen trust & id ttf LSRI th =
0.6 F — - Vi . . and next-gen trust & identity for S wi 4
; —~ . | higher efficienc . (AARC
! — 9 . y AARC TREE and eduGAIN security eduGAIN
041 — -+ (blue — red points)
0.2 _ _— R for eg D(S)_)KK-IT Core Hours by Facility
oob=— e o 1 charm physics LIGO (+ Virgo) global distributed compute .
5 . 10 15 20 2 all of 2024 - i
ransverse momentum, pr(D}) / GeVe == INFN-T1 8 Mil
|-~ NIKHEF-ELPROD 6 Mill
ComputeCanada - Cedar 4 Mil
Nikhef Data Processing Facility in our ederated Dutch e-Infrastructure: ‘ = UKI-SCOTGRID-GLASGOW Al
WLCG Dutch Tier 1, Auger, KM3NeT — MWT2ATLASLC s
B ety . . == Albert Einstein Institute 3 Mil
gravitational waves ... but also [ Sorreers T
: e.g. WeNMR structural biochemistry - PIC Ml

Image sources: EOSC EU Node https://open-science-cloud.ec.europa.eu/; IGWN utilisation from OSG GRACIA https://gracc.opensciencegrid.org/ and https:/edu.nl/tr79b; LHCb HLT1: Roel Aaij (Nikhef), Daniel Campora (Nikhef & UM), Dorothea vom Bruch (LPNHE), photo: LPNHE; Run3 to Run2 comparison:
https://Ibfence.cern.ch/alcm/public/figure/details/3837; EOSC AAI Architecture: publications office of the European Union; AARC blueprint: https://aarc-community.org/; DNI: https://www.nikhef.nl/pdp/doc/stats/
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https://gracc.opensciencegrid.org/
https://edu.nl/tr79b
https://lbfence.cern.ch/alcm/public/figure/details/3837
https://aarc-community.org/

Jumping over our computing boundaries

ChatUl

Efficient and accelerated computing
» accelerators, such as GPU- and hybrid-computing

— extending its scope to last trigger stage, to off-line processing and to analysis
* more machine learning, for tracking and physics event classification
+ efficient architectures: ARM systems (with our SURF Experimental Platform)
+ exploration of quantum computing, for future gains in algorithmic complexity

Networking, both physical link and collaborative networks

* network bandwidths over 800 Gbps to CERN, and to more destinations

+ evolving and aligning global collaboration technologies (unified tokens):
authentication & authorization for WLCG, Gravitational Waves, SKA, DUNE,
... and the European Open Science Cloud

=, 41U.Kesearcnuata

Open Science at scale, with data for today’s and tomorrow’s science

+ new forms of service delivery with Analysis Facilities and ‘data lakes’ . e . .

» practical Open Science for data-intensive systems (with 4TU.RD/TUDelft) — . o0 D00
— with a new Institutional Data Repository using Djuhuty open source software,

linked to our local analysis facility, adding re-usable science software &7
TDCC-NES

LLM service: https://plofkip.nikhef.nl/chat, services: kb.nikhef.nl/ct, AmpereOne SURF ETP ARM experimental platform pauperbak.nikhef.nl; scatter plot shows compute time per event estimated for ATLAS at the HL-LHC
with the current processing model (from: FASTER ENW-XL); Djehuty open source Data repository: archive.nikhef.nl, data.4tu.nl, Catharina Vaendel (Nikhef) and Roel Jansen et al. (TUDelft).

accelerating ‘time to science’ through computing and collaboration Nik|[hef




Our science data flows ... are somebody else’'s DDoS attack

Bandwidth for the HL-LHC, WLCG, and the
trigger data streams can also ‘exercise’ our
Dutch national critical infrastructure

# Home

Home » Aanslagen

Q Belastngdienst

Anti-DDoS-Coalitie
No More DDoS

nederlands

dse
NLIX D35
van banken

Actueel  Over de coalitie

Deelnemers

Werkgroepen  Presentaties  FAQ &8

De sstemen testen darzy een unieke cmenverkng

De systemen testen dankzij een unieke samenwerking

> lkheb een DD

Ik heb een DDoS aanslag op mijn netwerk ontvangen -
wat nu?

U ontvangt een DDoS aanslag op uw netwerk, bijvoorbeeld omdat u vergeten bent werkende

tegenmaa

monitoring

05 aanslag ontvangen - wat nu?

¥ Betastingsdienst

Bandbreedte Pakketjes

Lo kpn ‘“”2“’/\ E::::‘::;::—

amsix

4 ‘ NBlPéNaWas
m PgL ITIE s ' PR elaingens
ﬁ VNO

NCW

Het ‘red team’ is verantwoordelijk voor de
aanvallen, het ‘blue team’ voor de
rerdediging. Een van de partijen die aan de

awvond meedoet is Nikhef a1, Tristan, IT

UNIVERSITY

digital trust
OF TWENTE.

center.

Image sources: belastingdienst.nl, rws.nl, werkentegennederland.nl, https://www.nomoreddos.org/deelnemers/
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Infrastructure for Research
High-through compute (HTC) + high throughput storage
« provided by the national e-infrastructure
« coordinated by SURF :
« WLCG NL-T1, IGWN, KM3NeT, Xenon, DUNE -

+ other science domains WeNMR, Tropomi, project-MinE,
« ‘Stoomboot’ local analysis facility
= 16 OOO cores, 16 PByte storage mstalled W|th pretty competitive TCO

19 kT
O unused [ 4.8)
8 k O atlb (36.9)
. B lhcbpil (25.6)
O alicesgm (11.8)
4k _ B atlaspil { 6.08)
Houth CFE 1 . B capacity
2 & = g e E i g; : - O unuse d (38.7)
. M . | EE"” : O I| O theorie (17.8)
2012 2&13 " 2912 2015 2016 2017 2018 2019 2020 2&21 ) zazz ) other EE;:;Y:: H:;%
2.0 k W smefit  (18.1)
O atla { 2.5)
1.0 k ik B datagrid { 2.8)
- r. 7] other { 4.6)
2024

Occupancy: NDPF DNI processing facility. Faster processors (AMD Rome and Bergamo) allows processing in fewer cores and using less power
Storage data: https://steker.nikhef.nl:3000/d/c8fASPOWk/dcache-grid?orgld=1&refresh=5m&viewPanel=37 as of May 25, 2025
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800G link Nikhef & SURF to CE

Nikhef DC ASDO01B (Digital Realty AMSA (InterXion)) GENOO2A (BT73)
(Nikhef rack) site has ample 230 volt AC via C14, some C20, and limited DC {not preffered) site has ample 230 volt AC via G14, some C20 and limited DC (nat prefered)
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Next Gen networks — connecting our data and people

CLOUDFLARE'
AS13335

& KPN NL
AS1136
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Infrastructure for Collaboration

Target high-impact specialized areas,
bridging policy & technical architecture for ‘AAl' & ‘OpSec’

* authentication & authorization for research collaboration

« AARC project & community, GEANT GN5, REFEDS & eduGAIN,
TCS & RCauth.eu, AARC TREE, EOSC
policy for interoperability for data protection,
seamless service access, single-click acceptable use
« continuous technical evolution in line with the AARC BPA and global RIs

« embedding of data processing infrastructure
of our programmes in the EOSC landscape

accelerating ‘time to science’ through computing and collaboration
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Collaboration: Research Data Management beyond ‘FA’

FAIR for live data and large volumes, shifting gears towards the “I” and “R”

* not that many disciplines with really voluminous data
« so nationally join forces with those who do: ASTRON (SRCnet), KNMI (earth observation, seismology)
475 oe

» work with those who care about software to bring data to life:
 NLeSC, 4TU.RD/TUDelft, CWI, and with those who ensure the infrastructure: SURF | .. .. .. ...

nference on Open and FAIR practices in

« for our own analyses and the local (R&D) experiments we work

®

towards continuous deposition of re-usable data and software

NWO Thematic Data Competence Centre for the Natural and Engineering Sciences | ...
develop Djehuty RDM repository software link to ‘Stoomboot’ analysis cluster storage
research data management is ‘just’ part of a good science workflow e e

22 - 23 May 2025
Social impact Factory. Utrecht
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Foundational Principles for Digitalisation at Nikhef

Still needs explanation — despite digital sovereignty discussions. For both research
and ‘enterprise’ ICT.
And ‘if they are many, they are not principles’, so we set only four:

1.

2.

Institutional strategy and mission directs ICT decision making
ICT decisions are assessed based on the Nikhef strategic themes

Collaboration as a core value
Nikhef stands for the whole of the Dutch community in (astro)particle physics and its European and
global collaborations

Shared public values and responsible technology

Nikhef employs, develops, and shapes technologies that preserve autonomy, justice and humanity, that
builds on our academic sovereignty and integrity

Digitalisation reflects the continuity in our research programmes

With research horizons measured in decades, ICT reflect this continuity in its choice of infrastructure,
services, and information management, and in its human expertise

accelerating ‘time to science’ through computing and collaboration Nik|[hef




Policy development in ICT and our collaborative values

Our Research Infra (and Open Science) needs a collaborative ‘values framework’
» frequently threated by increasingly ‘corporate’ approach to ICT services

« continuous remedial action needed at many levels: from European Commission
and EP, down to even our ‘own’ centralized national institutes organization ...

Continued vigilance on IT infra is part of PDP programme wilfer
to keep our research ICT infrastructure open, e.g. through: o
« reviewed & improved NIS2 directive, with our Opinion taken up by the EP; B T

their domain name service

« watch carefully and continuously NWQO'’s push to ‘corporate IT’
and its impact on academic integrity & freedom;

«  promote trustworthy federated access via AARC (globally), SRAM (our
SURF national scheme), promote trust & identity with our university partners

»  build scalable security solutions rather than pay corporate ‘ISO tick-box’ providers
luckily many times in collaboration with GEANT, JISC, STFC, EGI, and our peer institutes in NL

https://doi.org/10.5281/zenod0.4629136
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PDP - Physics Data Processing

Where do we plan to go from here?

Strategic focus areas for ~2030

« algorithm design patterns for processing & analysis
« infrastructure design for multi-messenger

« trusted global collaboration and data management

on this ‘near term’ timescale

» accelerators (such as GPUs and hybrid computing) — also in off-line processing and analysis

* much more machine learning — needing both learning and inference

* network bandwidths > 1Tbps, and to more destinations (SURF, CERN, ESnet, TENET, ...)

 exploration of distributed processing (integrating trigger, processing, networking, and opportunistic capacity)
» changing collaboration technologies: industry augmenting our bespoke models

+ significant changes in service delivery (‘data lakes’, multi-user workflow systems, science networks, EOSC)

and in due course, we ourselves and as a community will change
executable papers, ‘notebooks’ for all Research Environments, ‘beyond’-Open-Science workflows,
‘mobile-first’ research computing, and who knows what’s more to come?

accelerating ‘time to science’ through computing and collaboration Nik|[hef




Because we can .. . does not mean it’ S the soalable way ©
h \ '-";Ld#di’m? L,..,.

LCO2 cooling of an AMD Ryzen Threadripper 3970X [56.38 °C] at 4600.1MHz processor (~1.5x nominal speed) sustained,
using the Nikhef LCO2 test bench system (https://hwbot.org/submission/4539341) - (Krista de Roo en Tristan Suerink)
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