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Welcome to the joint
Nikhef-QuSoft workshop



Welcome to today’s programme!
10.30..12.45 Session1

Introduction to the challenges of subatomic physics in HEP and GW
Introduction to Quantum Computing

Use case: the case from LHCb and tracking - followed by discussion

In room Z0.10 opposite

14.00 .. 15.30 Session 2

State of the Art in Quantum Algorithms
Use case: gravitational waves, template matching’, and discussion

also in room Z0.10
16.00 .. 16.45 Ideas Market: your lightning pitch, and some planning
Drinks, food, networking: building lasting collaboration ...

Nik[hef
Nikhef-QuSoft workshop on QC for HEP and GW


https://indico.nikhef.nl/e/qchepgw-0914
https://go.nikhef.nl/qc-ws-14sept

Nik|hef

HEP and GW
for the QC era




‘We live and breathe in a quantum world’

What are basic arqp "
building blocks of inflation

matter and space-
time?

How are structures
formed and
how do they evolve?

And ... how can we
measure this?




Virgo GW
detection j§°
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Quark
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5 Nikhef-QuSoft workshop on QC for HEP and GW Nik|hef



LHC data challenges

~ 50 PiB per year collected
180 institutions
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Combining the small and large

Image: Nikhef, LHCb
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Typically available event information:
~ 90M pixel: (x,y,2), (X,y,z,dE), (X,y,z,t,dE)

but these contain
‘overlapping exposures’:
today: ~ 35-40
HL-HLC: > 250

# frames: 40 million/sec ...
(so you have just 25 ns)




Dealing with both volume and complexity
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World-Wide Analysis

Graphic elements from: Edoardo Martelli, CERN, for SIG-NGN
Wouter Verkerke, Nikhef
H->ZZ-> 4l plot: ATLAS

1010 events/year
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Template Make Triggers
Matching (with False Alarm Rates,
Signal to Moise Ratio)

Identified Signalz

- PARAMETER

ESTIMATION

Interferometers

Validation

Bayesian
Analysis

(4N

Instrument Performance
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Normalized amplitude
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LOW LATENCY SEARCHES

Detector sanity, Data
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Low-latency slide: Stefano Bagnasco, INFN Torino and Virgo



VELO tracking

Hits are traversed using a parallel local track forwarding method 3. Track seeds are creatq
warded, and used hits are flagged, in a predictable iterative pattern.

e}
Pi g
[EN —

[E3 T—
[ T

Many aspects need to be demonstrated, such as CH
seedingand Forward) throughput, airflow, thermal stability, GPU performan

3D. H. Campora Pérez, N. Neufy
Architectures”. In: 2019 IEEE Inf]
698-707.

Quadro RTX 6000 [GPUY

Geforce RTX 2080 Ti (GPU}

Tesla V100 32GB [GPU)

Zx AMD EPYC 7502 (CPUY

2x Inte| Xeon Broadwell 2630 (CPU}

LHCb

50 B0 100 130 140 160
Allen throughput (kHz)
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iw
wWLCG

Worldwide LHC Computing Grid

WLCG:
Worldwide LHC
Computing Grid

~ 180 institutions, with
13 ‘tier-1" sites (NL-T1)

~ 60 countries/regions

~ 10 000 daily users

~ 600 000 cpu cores
>>300 PiB mass storage

Image sources: CERN OpenLab/SDC, WLCG, Rocio Rama Ballesteros

15 Nik[hef




e Peak luminosity =—Integrated luminosity
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adding additional parameters
to improve discriminating power

scheduled for ~2030 (LS4)

Hits no time information Stubs with time information
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ncy

ATLAS Simulation —&— ITk, {u; = 200

—— Run-2

e

efficiency can be determined
comparing reconstruction of
simulated data to theoretical input

ff p_=1GeV, /5=14 TeV
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all within limits of course:

 we need ‘most’ valid events
to ‘survive’ reconstruction

« and not get ‘fake’ data out ...
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Improving parallelism
and pipelining

Assembler instructions >

Same
instructions
laid out

Machine Learning

the Core 2

med | e (NNs, BDTs, ...)

NB: Out-of-
order
scheduling
not taken
into account.

and we see very interesting ideas coming for QC ...

2007 Core? efficientcy: Sverre Jarp, CHEP2007
RECO improvements 2012-2015: Gerhard Raven, Nikhef =
20 4 Nik|hef

Learning: Wouter Verkerke Practical Statistics —part |
GPU node: plofkip.nikhef.nl




PHYSICAL REVIEW LETTERS 126, 062001 (2021)

Quantum Algorithm for High Energy Physics Simulations
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Physics Division, Lawrence Berkele nal Laboratory, Berkeley, California 94728
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Simulating quantum field theories is a flagship application of quantum computing. However,

Mostly simulated,
Wlth some early eXperlmental resu ItS The circuit calls for six registers, which are detailed in

the Supplemental Material | and summarized in

Tables 1 and II. The initial state of |p) consists of n,
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Can't separate in 1D Separable in 2D

Distinguishing events A

» Support Vector Machines classify events -- S

0.04 . .

*  QSVM (in simulations) works quite well L L
— comparable to best classic models

Raw Data x; Quantum Encoding Circuit Quantum Hilbert Space
(p1,61,01)

(P2, 602.92)

e'e” > Y(4S)—> BB ete > qq

|'ﬁlmrk>

Encoding Circuit (70,000 events) AUC — |O>E (L((X,') Elw(x'» —

Combinatorial Encoding 0.827 )
— Cluss_ical data parameterises the 12
Spherical Jet-like ~ Combinatorial Multi-qubit 0.845 X; = [p1,01, .., $] el i
Separate Particle 0.853 l
Simple Bloch 0.861 Classical Encoding Classical Higher Support Vector Machine
Dimensional Space Kernel Matrix
Separate Particle + Bloch Sphere 0.877 o © B(x,
hdl' ) CQ1C
X; — ¢(Xi) o © ) Classical .
. ) = = K(x;,Xj) = ¢(x;)" (x;)
Classical Algorithm (70,000 events) | AUC o
Select from a range of various e Quantum
XGBoost 0.648 classical encodings with known o 0. K(xi,x;) = | <(/J(X,)|l//(xj)) |2
explicit Kernel functions . \¢(xﬂ.2mﬂl)
RBF Kernel SVM 0.865 )
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Optimizing algorithms (in this case for ‘parton shower’ sim)

Developed a novel optimization protocol called AQCEL :

» Removal of redundant qubit controls by identifying zero- or low-amplitude basis states

C.W. Bauer B. Nachman et al. » Removal of redundant gates
Phys. Rev. Lett. 126, 062001 (2021) -
‘ Removal of redundant qubit controls |
uantum parton shower model: !
Quantum p J ) T T S 7 }
- Consider a system composed of boson ¢pal == 81,18| ‘o= gl I8 _8i 18 - B= — B8 _ 8f
- Emission of ¢-boson Lf—> f¢) and splitting e i— 5 S F Q ] j—lﬁ—gz ibmq_sydney (27 qubits, Quantum Volume 32)
L
. ot < IBM Q Sydney Machine VS Simulator
- Interference due to two fermion flavors {f;,| ~—= 2 o .o o ,
: . - 1 E ' =~ i
intermediate states = x~~——_ " ~ .
Removal of re| % —
f = 0.8
b Actual circuit contains >1200 gates (after| £
just for 2 branching steps in showering...| £ %
K S ¢ P E W 06
N K o e =
f ] f1/2 .:-—_‘__* % % Origi'l:a\ circuit
vz —-——". s 5 029 @ thket)
fl 12 © @ AQCEL (CC)
1 n O AQCEL (QC. 25%)
c . i i
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g 0% 02 0.4 0.6 0.8 10
Fmeas
Accuracy obtained from quantum computer
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Many challenges in volume and complexity —
and quantum computing could help us here!

Current Nikhef focus for accelerator-based experiments at the LHC

- track reconstruction
- event classification

and in gravitational waves observation and analysis
- time-to-frequency domain conversion, filtering of data

- template matching (‘waveform fitting’) to understand GW sources
- and possibly also ... solving the many differential equations

24_



We start from here!

L

David Groep
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Background slides
from VCHEP21



{B Results - Combinatorial Encoding

THI ITY OF
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Receiver Operating Characteristic

10
Encoding Circuit Test AUC 0.8 1
(70,000 events) "
’ ’ [
QSVM Combinatorial | 0.827 ]
Algorithm Test AUC v 04
(70,000 events) B
1 ' 0.2
XGBoost 0.648 > 4 Area Under Curve
o (AUC) = 0.827
RBF kernel 0.866 0.0 +- . ; , .
L | 0.0 0.2 0.4 0.6 08 10

F tive Rate
J. Heredge et al, Quantum Support Vector Machines for Continuum Suppression in B Meson Decays
https://arxiv.org/abs/2103.12257




Q(B Kernel Matrix for All Events
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Quantum encoding

(X)) = UX) |0)*" = UX)H®"U(X)H®" |0)*" Proportion of 0000

counts measured

Kernel Estimation over many shots
2 - 2 = Kernel Value
WD) I = [O°1U (x)| U(x)[0%) |
Repeat for each 10) —LA H u H H
eventagainstevery Uy PN ) PO
th t t =i B =1 =8
iiasRons) o —{iH -

= Full Kernel Matrix

J. Heredge et al, Quantum Support Vector Machines for Continuum Suppression in B Meson Decays to C|a$$|ca| SVM

hitps://arxiv.org/abs/2103.12257




