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Nikhef, its science and ICT programme, and the NikhefHousing data center

We probe our world, made of particles and fields, 
• with collider physics, primarily at CERN

• astroparticle physics: 

particles, radiation, and ripples coming from the universe

images: atlas.cern.ch, CERN, LIGO-Virgo Collaboration

Welcome to Nikhef the Dutch 

National Institute for Sub-atomic Physics
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The Nikhef Partnership

In itself a collaborative ecosystem

• university partners co-lead 

(most) research programmes

• aligned with a joint national strategy

Permanent Staff 96

PhD candidates 125

Postdocs 43

Technical/engineer 88

Support 33



Nikhef Scientific Programmes
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PARTICLE PHYSICS

• Atlas

• LHCb

• Alice

• eEDM

ASTROPARTICLE PHYSICS              

• Neutrinos

• Gravitational 

waves

• Cosmic Rays

• Dark Matter PHENOMENOLOGY

• Theoretical 

Physics

TECHNOLOGY R&D

• Detector R&D

• Physics 

Data Processing
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Technical Engineering and technology transfer

MECHANICAL TECHNOLOGY ELECTRONICS TECHNOLOGY COMPUTING TECHNOLOGY

pictures from Nikhef’s ‘Dimensions’ magazine and Computing Office Hours; https://www.nikhef.nl/en/nikhef-mission/

`The research at Nikhef relies on the development of innovative technologies. 

The knowledge and technology transfer to third parties, i.e., industry, civil 

society and general public, is an integral part of Nikhef’s mission.’
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Infrastructure-intensive science

Slide materials from: Stan Bentvelsen, 2016, ATLAS collaboration, CERN; LHCb VELO and RF box at Nikhef and  ET Pathfinder visualisation: Marco Kraan, Nikhef

ATLAS AT CERN

~  150 INSTITUTES

~1800 PHYSICISTS



CMS

ATLAS
ALICE

LHCB
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Nikhef at CERN – LHCb, Atlas, Alice

Imagery: CERN, European Organisation for Nuclear Research, and Marco Kraan, Nikhef
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Atlas: up to 40 Tbyte/day of fresh raw data

Image source: CERN, Atlas collaboration; ATLAS approx. 140M active channels, mean event size ROD 1.6 MByte
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And decelerate for ultra-high-precision measurements

https://www.eedm.nl/ Nikhef and Rijksuniversiteit Groningen, images: Steven Hoekstra
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Imagery: Stan Bentvelsen, 2016



Image sources:

Nikhef, NIOZ, 

KM3NET collaboration, 

NRC Handelsblad
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www.et-emr.eu

Einstein Telescope projected in 

the Euregio Maas Rijn, 

images: Marco Kraan; 

ET Pathfinder at UM, Maastricht, NL

GW150914 event: 

gw-astronomy collaborations, LIGO
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Enabling Research Programmes – next gen infrastructure

Theoretical 
Physics

Physics Data ProcessingDetector R&D



Infrastructure research for research infrastructures at Nikhef

Infrastructure, network & 

systems co-design R&D

• building ‘research IT facilities’

• co-design & development

• big data science innovation

• research on IT infrastructure

Infrastructure for 

trusted collaboration

• trust and identity for 

enabling communities

• managing complexity of 

collaboration mechanisms

• securing the infrastructure 

of our open science cloud

Algorithmic design 

patterns and software

• scientific software (GPU) 

acceleration, new algorithms,

high-performance processors

• software design patterns for 

workflow & data orchestration, 

and (energy) efficiency

Nikhef, its science and ICT programme, and the NikhefHousing data center



Reducing complexity is both in hardware and algorithms

Nikhef, its science and ICT programme, and the NikhefHousing data center

Algorithms and detectors go hand in hand

From: FASTER (LHCb images) and R.Geertsema LHCP2022; right: TimePIX4 (also used at e.g. M4i)

If we ‘do nothing’, the HL-LHC intensity will result in hundreds 

of overlapping ‘images’ that are impossible to disentangle:

• improve timing resolution to 10-50ps (more ‘frames’ per collision)

• accelerated algorithms and dedicated GPU kernels, also ‘off-line’



Data Processing infrastructure – the Dutch SURF example

Graphic: GINA DNI compute service coordinated by SURF
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Multi-domain e-Infrastructure

ENMR: structural biochemistry

Project MinE: ALS (health)

Xenon: direct DM searches

TROPOMI: earth observation

DUNE: 

• long baseline neutrinos

LIGO-Virgo:

• Gravitational waves

Alice, ATLAS, LHCb

• LHC (NL) experiments

Cumulative cores per community



Riding the infrastructure innovation chain … together!

Computing 

Sciences 

Research

Operational Research

(near-term, NextGen storage, 

800G+ network, QC & simulators)

Operational innovation 

(procurement, systems 

vendor co-engineering)

involving non-CS research domains

Images: SLICES-RI, CompSysNL, UM & SURF QC, SURF SOIL BDRI, 

NationaleSpeeltuin.nl @NikhefNikhef, its science and ICT programme, and the NikhefHousing data center
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SURF Experimental Technologies Platform

https://servicedesk.surf.nl/wiki/display/WIKI/Experimental+Technologies+Platform and https://www.surf.nl/en/etp - contact Raymond Oonk at SURF for more info



It’s all about networking – of all kinds, and globally

Graphic: Bill Johnston, ESnet, for LHCone
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And since speed does matter …

Image: Minister of Economic Affairs M. Adriaansens launched the Innovation Hub with Nikhef, SURF, Nokia and NL-ix, January 2023. Composite image from https://www.surf.nl/nieuws/minister-adriaansens-lanceert-testomgeving-voor-supersnelle-netwerktechnologie

Nikhef, its science and ICT programme, and the NikhefHousing data center
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ballenbak.nikhef.nl

Image: Tristan Suerink

800 Gbps and 593 Mpps –

connected to CERN

1.02 Bpps



Our science data flows are somebody else’s DDoS attack

Image sources: belastingdienst.nl, rws.nl, nu.nl, werkentegennederland.nl
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How did we get here?

Nikhef, its science and ICT programme, and the NikhefHousing data center

A collaborating ‘ecosystem’ 

for science and innovation
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Once upon a time … a green fields approach?

Watergraafsmeer and volkstuinencomplex Frankendael, 1974, starting the construction of the WCW. Image: Beeldbank Amsterdam, gemeente Amsterdam



Gould, Sun, and DEC systems,

taking several racks each

• 500 m2 floor area

• Raised floor: +60cm

• walls are ‘movable’ 

to accommodate expansion

Nikhef, its science and ICT programme, and the NikhefHousing data center

The Nikhef data centre – at the end of the 1980s

Nikhef room H1.37 – terminal stations on the raised data floor of the computer room (H1.40, behind the glass-panel walls)



Nikhef, its science and ICT programme, and the NikhefHousing data center

Collaborative Research Infrastructures: all about networking!

See https://personalpages.manchester.ac.uk/staff/m.dodge/cybergeography/atlas/historical.html for more historic maps ; right-hand image: SURFnet2, 1990

first email to MCVAX at CWI from https://www.cwi.nl/en/news/cwi-celebrates-25-years-of-open-internet-in-europe-in-november/ (Piet Beertema, CWI, 1988)

be it human or computer networks …
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‘IBR-LAN’ at Nikhef – connecting local and global networks

International Backbone Router Local Area Network “IBR-LAN” at Nikhef, room H1.40 as seen in 1996. Right: H1.39 with nikhefh.nikhef.nl racks and early DAS-2 system
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1990’s: Computers got smaller and there was space left… 
What happens if you welcome two other networks on your floor?

Image: AmsIX at Nikhef H140 in 2007 – foto Beeldbank Amsterdam https://archief.amsterdam/beeldbank/detail/a95bc475-8fcc-d0d1-37f9-b077ba3729db/media/
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A growing internet!

AMS-IX topology, 2002 AMS-IX traffic Nov 2, 2024; https://stats.ams-ix.net/ https://www.ams-ix.net/ams/colocations
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Just one of

the many 

autonomous 

systems ...

AS1104
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Connect each other … and scientific data and instruments

dashed lines: traffic is routed via ancillary facilities of SURF and GEANT first (currently: AMS9 at WCW) SKA Meerkat traffic via TENET
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What happens inside a data centre …

And no single connectivity data centre is a single point of failure: 
Internet protocols are engineered to re-route traffic

‘Connectivity’ housing and 
‘hosting’ are different things:

• NikhefHousing (H140) has 
connectivity parties only, and 
does not host any content

• what you see on the 1st floor tour 
is network equipment: 
shipping data, but not keeping 
anything

2nd floor has our science data centre
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center

Today’s data centre at Nikhef

Nikhef ‘science’ data centre H234b

• 47 racks and ~350 kW

• hosts Nikhef, CERN, gravitational 

waves, and SURF research data

• strengthens connectivity at, 

and uses NikhefHousing

‘NikhefHousing’ data centre

• from the first 2 racks in a corner

• to now ~500 racks

• many different connectivity parties

• 396 networks present in PeeringDB

• connectivity-focus, not hosting

Connected networks: see https://www.peeringdb.com/fac/18



• active/free cooling chillers 

installed on the roof in 2009

• data floor: ~400 racks

• evolving hot-isle/cold-isle 

configuration

• electricity generator sets 

2003, 2009, 2021

• aquifer thermal energy storage 

(ATES) system installed 2010

Nikhef, its science and ICT programme, and the NikhefHousing data center

Data centre installation management, ever growing

Image: Floris Bieshaar, Nikhef
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Power in … and power out …

Generator image source: Floris Bieshaar. MacGillevrylaan sketch: Science Park Amsterdam

Heat re-use:
aquifer thermal energy storage 

re-use heat to warm our building (pretty warm)
AND feed more heat to student housing opposite

nominal ‘PUE’ ~ 1.21

Three generators

• A-Feed 1250 kVA (pictured under load while testing)
• B-Feed 1700 kVA
• C-Feed 1250 KVA added with the current expansion

Separate redundant UPS for each
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Because, even if we can …

LCO2 cooling of an AMD Ryzen Threadripper 3970X [56.38 °C] at 4600.1MHz processor (~1.25x nominal speed) sustained over all cores 

simultaneously, using the Nikhef LCO2 test bench system (https://hwbot.org/submission/4539341)  - (Krista de Roo en Tristan Suerink)
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… it is not always the most scalable solution!

Nikhef 2PA LCO2 cooling setup. Image from Bart Verlaat, Auke-Pieter Colijn CO2 Cooling Developments for HEP Detectors https://doi.org/10.22323/1.095.0031 

7m



Event

David Groep
davidg@nikhef.nl

https://www.nikhef.nl/~davidg/presentations/
https://orcid.org/0000-0003-1026-6606

Thanks, and enjoy Nikhef



hereafter: 

NikhefHousing ‘the backside of the internet’ 

with Anton Mors, Floris Bieshaar, & me

Tour

Nikhef, its science and ICT programme, and the NikhefHousing data center


