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Chapter 1

Theory

1.1 Quantum Chromodynamics

Four forces are known to determine interactions between elementary particles\(^1\): gravitational, electromagnetic, weak and strong. The last three can be described within a common relativistic quantum field theory, the Standard Model (SM). Each force acts on one or more specific charges, unevenly shared between elementary particles, through the exchange of other particles called gauge bosons, which are said to “carry” the interaction. Photons (\(\gamma\)) carry electromagnetic interactions between particles with electric charge; \(W^\pm\) and \(Z^0\) bosons carry weak interactions, which affect particles with flavour charge; gluons (\(g\)) carry strong interactions between particles with colour charge. A full description of the SM is beyond the scope of this dissertation and can be found in [1]. Here, we will focus on the strong force, which in the SM is described by Quantum Chromodynamics (QCD).

QCD is a non-abelian gauge theory with symmetry group SU(3) and describes the dynamics of quarks and gluons, which together are called partons. Colour charge, contrary to the electric one, can assume three values, conventionally called red, green and blue (with the prefix anti- for anti-particles). Each quark has a single colour charge, while gluons have two, a colour and an anti-colour one. This is connected to the most distinct feature of QCD with respect to the other fundamental forces: gluons can self-interact \(^2\), which in turn determines what is called anti-screening.

In quantum field theory, interactions between particles are effectively determined by the contributions of all possible processes that can occur. In particular, if we take the simple case of the interaction between two quarks in the vacuum, on top of the simple one-gluon exchange we will have to consider processes in which the exchanged gluon can undergo further interactions with short-lived particles. One possibility is that the gluon produces a quark anti-quark (\(q\bar{q}\)) pair (Fig. 1.1, left): this decreases the interaction strength, as the pair is oppositely charged and effectively “masks” the charge of the interacting quarks\(^2\), therefore called screening. In QCD other processes can occur: a pair of gluons can be formed (Fig. 1.1, right), which attract each other, effectively increasing the interaction strength. This mechanism is called anti-screening and is the dominant one.

\(^1\)Particles thought to be not composed of other particles.
\(^2\)This is analogous to the polarisation of a dielectric medium in the presence of an electric charge.
in QCD.

The strength of these processes depends on the momentum exchanged between the two quarks \( Q^2 \), which is inversely proportional to the spatial distance within which the interaction itself takes place, according to the uncertainty principle. Thus, the total interaction strength between two quarks - quantified in terms of strong coupling constant \( \alpha_s \) - behaves as follows (see Fig. 1.2). For large momentum transfer, i.e. small distances, anti-screening becomes progressively less important and \( \alpha_s \) decreases, to the point that partons can exist as quasi-free particles, from which the name asymptotic freedom. Conversely, for low momentum transfer, i.e. large distances between the interacting quarks, anti-screening dominates and \( \alpha_s \) diverges. The result can be effectively described as follows: if we pull a \( q\bar{q} \) pair apart, as the distance between the quarks increases so does the binding energy, to the point that it is energetically favourable to produce another \( q\bar{q} \) pair from the vacuum and split the original pair in two. This behaviour is usually referred to as colour confinement: quarks are confined to colourless bound states called hadrons. These two properties (asymptotic freedom and colour confinement) are unique to QCD and define its dynamics.

While high-energy QCD interactions are well understood and can be computed analytically through perturbation theory, low-energy ones, where \( \alpha_s \gtrsim 1 \), cannot. Effective theories and/or numerical methods need to be used, e.g. using non-perturbative calculations in a discretised spacetime (lattice QCD [5]). This latter approach, in particular, has been extremely useful for studying static, equilibrated QCD systems, as we will see later, but has fundamental problems in predicting properties of dynamical ones [6], which are far more relevant when describing natural phenomena.

### 1.2 High-energy nuclear physics

The goal of high-energy nuclear physics\(^3\) is, despite the name, to study the low-energy regime of QCD, where the limits of validity of our theory stand.

How can we do it, experimentally? We have to start from what we have available, i.e. long-lived bound states of quarks: nucleons (protons and neutrons) and nuclei. We want to obtain an interacting system whose fundamental degrees of freedom are partonic, so we first need to overcome confinement. This can be achieved on one hand with individual,

\(^3\)Often called “heavy-ion physics” within the tribe of physicists, for reasons that will be clear soon.
Figure 1.2: Summary of measurements of $\alpha_s$ (points), together with predictions from QCD (bands), as a function of the energy scale $Q$. Figure from [4].

High-energy collisions, in which at least two partons of the hadrons interact with high $Q^2$. On the other hand, we can change the properties of the strong interaction in a hadronic system by increasing the colour charge density, which results in individual quarks being screened from one another (analogously to Debye screening in electromagnetism). This latter approach, in particular, has the advantage of giving access to non-perturbative dynamics at smaller energy scales and is therefore our tool of choice. Colour charge density can in turn be increased either by heating up the system, which results in thermal production of partons, or by compressing it. Therefore, the task at hand can be equivalently formulated as studying the QCD phase diagram, sketched in Fig. 1.3, i.e. characterising the properties of QCD matter at high temperatures $T$ and/or baryon chemical potential $\mu_B$. In particular, the phase composed of deconfined partons is conventionally called Quark-Gluon Plasma (QGP). Two notable natural phenomena fall, within this diagram, in areas of high $T$ and/or high $\mu_B$: neutron stars, whose inner cores might exhibit colour superconducting properties [7], and the early universe, which we think has been in the QGP phase between electroweak symmetry breaking and hadronisation, at about $10^{-12}$ s and $10^{-6}$ s, respectively, after the Big Bang.

Which temperatures must the system reach to be deconfined and how can we achieve it? Estimates from lattice QCD calculations predict the transition from hadrons to QGP at vanishing $\mu_B$ to happen at a critical temperature $T_c \sim 155$ MeV, or equivalently at an energy density $\varepsilon \sim 0.7$ GeV/fm$^3$ [8]. This currently can be achieved only in high-energy hadron collisions, especially with heavy ions. In a typical proton-proton collision, in fact, most energy-momentum is exchanged within few, (semi-)hard parton-parton scatterings. The scattered partons travel outwards, radiating softer gluons, until hadronisation, called fragmentation in vacuum, takes place. The mean free path of these partons is large compared to the proton size, i.e. they typically do not interact with other scattered partons$^4$.

$^4$Possible collective effects in such collision system concern a tiny fraction of the hadronic cross-section,
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Figure 1.3: Illustration of the QCD phase diagram. Relativistic heavy-ion collisions cover the upper-left corner, with increasing maximum temperature and decreasing baryon chemical potential as the collision energy is increased. Figure from [4].

Therefore, despite these few, (semi-)hard processes, the effective energy density is still low. In a heavy-ion collision, on the contrary, scattered partons interact with each other, since the nuclear system is large (compared to the mean free path) and dense, redistributing energy-momentum among all partons\(^5\). The energy density quickly increases and a transition to the QGP phase takes place. From this moment to hadronisation, the evolution and properties of this system will then be determined by the type of non-perturbative QCD dynamics that we are interested in; this is why, in a nutshell, we collide heavy ions.

Given the general arguments behind deconfinement in QGP, it is expected that at very high temperatures \(T \gg T_c\) partons would be quasi-free, even for low \(Q^2\) [9]. Practically, the range of maximum temperatures that we can achieve with current accelerators, such as the Relativistic Heavy-Ion Collider (RHIC) and the Large Hadron Collider (LHC), is of about 2-4 \(T_c\), i.e. right above the transition temperature. It may then not come as a surprise that within this temperature range partons are effectively strongly coupled, despite being deconfined, as lattice QCD and experimental results indicate [10], presumably because of the same processes that determine confinement, i.e. gluon self-interactions.

---

\(^5\)The (quasi-)particle representation that we use here might not be suited for a strongly coupled system, but it has the advantage of being intuitively accessible; apologies to a possible punctilious reader.
1.3 Heavy-ion collisions

It is already clear at this stage that a heavy-ion collision is composed of different heterogeneous and consecutive phases, sketched in Fig. 1.4, which all take place within 10 fm/c (about $10^{-23}$ s). The only observables at our disposal are the particle that free-stream to our detectors and are detected long after the the collision took place. The properties of these particles are determined by the cumulative effect of the whole system evolution, or at least parts of it. To understand how much each phase contributes to the measured particle yields and kinematic properties - and especially how much the QGP phase contributes - is the challenge before us; unfortunately, it is not an easy one.

We will now summarise the current understanding of these different phases, devoting special attention to what will be discussed later in this dissertation. For a complete and recent review, see [12].

- **Initial state**
  The description of the initial state (IS) of the collision, i.e. the properties the colliding partons and the system that they form after the very first interactions, involves mostly gluons. In fact, the Lorentz-contracted nuclei can be described mostly as sheets of low-$x$ gluons, where $x$ is the longitudinal momentum fraction carried by the gluon, and moderate transverse momenta, $k_{\perp} \lesssim 1$ GeV. These gluons constitute a large fraction of colliding partons and thus determine how energy is spatially distributed in the initial system. An open question remains if, how and at which scale of $Q$ the number of low-$x$ gluons saturates, a phenomenon called *gluon saturation* [13], since perturbative QCD naively predicts that it would diverge for $x \to 0$. Yet, despite the lack of direct evidence supporting gluon saturation, models based on this prescription, such as EKRT [14] and IP-Glasma [15], have been so far favored by observations [16, 17, 18], although uncertainty in some details remain. At the same time, much simpler, non-dynamical models, such as MC-Glauber [19], that compute the geometry of the initial state from the position of colliding nucleons without assuming any sub-structure, also qualitatively (and in several cases quantitatively) describe the same observables [20]. This suggests that parton density, as expected, correlates very much with the position of colliding nucleons.

- **Pre-equilibrium**\(^6\)
  At this stage, gluons from the initial state interact with each other and radiate softer gluons. In this processes, almost all of the entropy is being produced, thus determining the final-state multiplicity [12]. The more the gluons (self-)interact, the higher the parton density and temperature gets. Although this mechanism has been realised very early [25], only recently we were able to prove it numerically [26, 27, 28] via simulations with QCD effective kinetic theory [29]. The pre-equilibrium dynamics, from initial state to QGP, is thought to last for about 1 fm/c, but direct constraints from data are not yet available.

\(^6\)The term “pre-equilibrium” can be misleading: nowhere, we currently think, in a heavy-ion collision we reach a system in global thermal, hadrochemical or mechanical equilibrium; equilibration can be reached only locally and partially, and whether it is reached or not is not relevant for what is being discussed.
undergoes. Below: the models which we describe each of these phases. Figure adapted from [11].
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- **QGP**
  The QGP phase, being strongly-coupled, can effectively be described as a relativistic fluid with very low specific shear viscosity [30], which progressively expands and cools down, lasting for about 10 fm/c. During this phase, partons within the expanding medium acquire similar velocities, while being pushed outwards in the transverse plane; more about the collective dynamics underlying the QGP expansion will be explained in Sec. 1.4. On top of that, we know that the QGP is opaque to strongly interacting probes, such as partons with high transverse momenta [31], which loose energy via collisional and radiative processes [32]. We also know that it is transparent to electromagnetic probes, such as photons and electrons, i.e. they have a long mean-free-path compared to the size of the system [33].

- **Hadronisation and rescatterings**
  When the system temperature locally falls below $T_c \sim 155$ MeV, partons progressively hadronise, in a process called chemical freeze-out. It is still unclear to which extent hadronisation happens via coalescence of quarks from the medium or via fragmentation, as in the vacuum, although studies are ongoing [34]. These hadrons continue to scatter with each other, while expanding, until eventually the system dilutes and they stream outwards freely. Similarly, this is called kinetic or thermal freeze-out.

The knowledge that we gained about heavy-ion collisions came essentially from two classes of measurements: yields and correlations. Yields, like distributions of particles with respect to their kinematic variables (transverse momentum, pseudorapidity), provide information on cross sections of the corresponding production processes. Ratios of yields in different collision systems - most notably, between nucleus-nucleus and proton-proton collisions\(^7\), known as nuclear modification factor $R_{AA}$ [36, 37] - indicate whether the nuclear environment modifies particle production, e.g. through final-state effects such as energy loss. Correlations of kinematic variables, on the other hand, contain information on interactions between specific sets of (or all) particles. Momentum correlations at low transverse momenta due to quantum interference, measured with techniques known as Hanbury-Brown-Twiss (HBT) interferometry [38] or femtoscopy, are sensitive to the spatial evolution of the system [39]. Finally, correlations in azimuthal angle provide information on anisotropic flow, among other effects, as we will discuss extensively in the following.

1.4 Anisotropic flow

Within the varied phenomenology of heavy-ion collisions, anisotropic flow is the main subject of this dissertation. It is experimentally defined as azimuthal anisotropy in momentum space, i.e. the distribution of momenta of produced particle not being uniform in azimuthal angle $\varphi$. In heavy-ion collisions, and for particles with low transverse momenta ($p_T \lesssim 3$ GeV/c), this is mostly determined by (1) the spatial distribution of the energy density after the collision, i.e. the shape of the initial state, being not uniform and (2) the

\(^7\)Properly normalised for the number of individual nucleon-nucleon collisions.
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Figure 1.5: (a) A non-central collision of two nuclei leads to an almond-shaped initial state; (b) the initial spatial anisotropy translates into (c) momentum anisotropy of the produced particles, via the collective expansion of the system. Figure from [40].

collective expansion that the system undergoes\textsuperscript{8} [41]. This can be intuitively understood as follows (Fig. 1.5). For a QCD system with non-spherical shape in the transverse plane, the pressure gradients are larger along particular azimuthal angles, where the change in energy density is steeper, and smaller elsewhere. If the system can be described by (non-relativistic, ideal) hydrodynamics\textsuperscript{9}, the momentum conservation equation simply reads

$$
\rho \frac{d\vec{v}}{dt} = -\nabla P,
$$

where $\vec{v}$ is the fluid cell velocity, $P$ the pressure and $\rho$ the density. It is then straightforward to see that, if the system expands hydrodynamically, partons will be accelerated proportionally to the pressure gradients and therefore anisotropically in azimuthal angle. In other words, spatial anisotropies of the initial state will be converted into final-state momentum anisotropies by the collective, hydrodynamic-like expansion of the system.

Conventionally, the way we quantify these momentum anisotropies is through the Fourier coefficients $v_n$, called flow coefficients, of the harmonic expansion of the particle azimuthal distribution relative to certain global planes $\Phi_n$ [42]

$$
\frac{dN}{d[\varphi - \Phi_n]} \propto 1 + \sum_n 2v_n \cos(n[\varphi - \Phi_n]),
$$

where $n$ is referred to as the harmonic number of the flow coefficients, which are then defined as

$$
v_n = \frac{1}{2\pi} \int_0^{2\pi} \frac{dN}{d[\varphi - \Phi_n]} \cos(n[\varphi - \Phi_n]) \, d\varphi \approx \langle \cos(n[\varphi - \Phi_n]) \rangle,
$$

where the brackets denote an average over all particles produced in a collision. According

\textsuperscript{8}Naturally, other phenomena determine momentum anisotropies; a proper distinction will be drawn in Sec. 3.1.

\textsuperscript{9}Once more, the punctilious reader will forgive us preferring clarity over precision.
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Figure 1.6: Longitudinal view of a heavy-ion collision, showing the distinction between participant and spectator nucleons. Figure from [44].

to the harmonic, they are called directed flow ($v_1$), elliptic flow ($v_2$), triangular flow ($v_3$), etc. The global planes $\Phi_n$ are related to the geometry of the system and can be defined in several ways. The most common ones - together with their preferred notation - are

- **Reaction plane $\Psi_{RP}$**
  It is defined as the azimuthal angle of the plane spanned by the impact parameter between the two colliding nuclei and the beam axis.

- **Symmetry planes (or participant planes) $\Psi_n$**
  They are defined by the symmetry axes of the initial-state spatial configuration, more precisely of its energy density distribution (see Eq. 1.4 later). Such configuration varies in each collision, even at a fixed impact parameter, because of fluctuations in the nucleus wave-function and of differences in the parton-parton collision processes, a phenomenon referred to as initial-state fluctuations. Each harmonic has then a different symmetry plane and different symmetry planes are not necessarily correlated with each other or with the reaction plane [43].

- **Spectator plane $\Psi_{SP}$**
  The nucleons that do not collide, and that therefore continue moving at beam rapidity after the nuclei fragment, are called spectators (Fig. 1.6) and the transverse direction in which they move after the collision defines the spectator plane.

A sketch of these different planes is given in Fig. 1.7, where we use the position of colliding nucleons to approximate the initial-state energy density distribution. It should be noted that, unless otherwise stated, measurements of flow coefficients are conventionally performed with respect to the corresponding symmetry planes, $v_n = \langle \cos(n[\phi - \Psi_n]) \rangle$; the reason comes from the experimental techniques employed, as we will see in Sec. 3.1.

Since anisotropic flow and initial state are so closely related, it is a convention to decompose also the latter in terms of a harmonic expansion and define eccentricities $\varepsilon_n$ and symmetry planes $\Psi_n$ as [45, 46]

$$\varepsilon_n e^{in\Psi_n} = \frac{\int \rho(r, \phi) r^n e^{in\phi} r \, dr \, d\phi}{\int \rho(r, \phi) r^n r \, dr \, d\phi}, \quad (1.4)$$
where $\rho(r, \varphi)$ is the energy density distribution in polar coordinates. The precise relation between $\varepsilon_n$ and $v_n$ will be discussed in detail in Sec. 5.1; suffice it to say that it is roughly linear. The initial state is expected to first approximation to be boost-invariant at LHC energies, i.e. eccentricities and symmetry planes do not depend on rapidity. Indeed, this has been measured to hold within a few % per unit of pseudorapidity [47, 48]. A separate discussion is required for the first harmonic, the directed flow $v_1$, as we will see in Sec. 7.1.

The dominant flow coefficient in non-central heavy-ion collisions is elliptic flow $v_2$, which is mostly a result of the average ellipsoidal shape of the overlapping area between the colliding nuclei, whereas higher harmonics ($v_3, v_4, \ldots$) originate only from initial-state fluctuations\(^{10}\). Anisotropic flow at low transverse momenta is thought to be quantitatively determined by the whole evolution of the system, including the phase of hadronic rescatterings that takes place after chemical freeze-out [49, 50]. Flow coefficients have been shown to be sensitive not only to initial-state anisotropies, but also to the transport parameters (such as specific shear and bulk viscosity [51, 52]) and the equation of state of the system, and they have therefore been used to constrain these properties [53, 54]. In particular, smaller specific shear viscosity $\eta/s$, where $s$ is the entropy, implies larger anisotropic flow, since there is lower resistance to shear stress determined by anisotropic pressure gradients. However, given the different heterogeneous phases that the system is believed to undergo, it has not been possible so far to simultaneously constrain the large number of model parameters involved, although insightful attempts have been made [18, 55].

All that has been discussed so far concerns particles with low transverse momenta, whose kinematic properties are determined by the collective phenomena in which they

\(^{10}\)Additional small contributions to all even harmonics come from the approximately almond shape of the initial system.
1.5 Magnetic fields and chiral anomaly

Heavy-ion collisions have another interesting feature: they generate extremely intense, although short-lived, magnetic fields. In fact, if the impact is not head-on, not all nucleons participate in the collision. Those which do not, as we explained in the previous section, are called spectators and continue moving at beam rapidity (Fig. 1.6). A bit less than half of these spectators are protons, therefore they generate an electric current. Having two bunches of protons moving in opposite directions, one from the fragmentation of each nucleus, a strong magnetic field $B$ is generated in the area of the collision, directed approximately perpendicularly to the reaction plane (Fig. 1.8). According to the Biot-Savart law, its magnitude can be estimated as

$$B \sim \gamma Ze \frac{b}{R^3},$$

where $\gamma = \sqrt{s_{NN}/2m_N}$ is the Lorentz factor, $Z$ the atomic number, $e$ the electric charge, $b$ the impact parameter and $R$ the nuclear radius. At LHC energies, such field can reach a maximum intensity of $eB \approx 10^7 m^2$ (or $\sim 10^{19}$ G = $10^{15}$ T) [66, 67]. To appreciate the scale, we can compare it with the strongest magnetic field estimated to exist in the universe, on the surface of magnetars ($\sim 10^{14} - 10^{15}$ G) [68]. Extensive theoretical work has been done on the possible effects of such magnetic field on QCD matter and its phases; for a complete overview, see [69]. Unfortunately, on the experimental side little and ambiguous evidence has been collected that any of these effects are actually observable. One factor casting doubt on the subject is the lifetime of the magnetic field in the vacuum ($\leq 1$ fm/c), which is short compared to the timescale of QGP formation and evolution. The electromagnetic
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Figure 1.8: Schematic view of the transverse plane of a non-central heavy-ion collision with impact parameter $b$. The magnetic field is represented with dashed red lines. Figure from [74].

response of the system could extend it significantly, as will be discussed in Sec. 7.1, but no evidence exist so far that such is the case. This is directly connected to the QGP electric conductivity, which is currently known only from lattice QCD calculations [70, 71, 72, 73].

Yet, if such magnetic field coexist in the system, it provides a unique tool to test a broad range of phenomena connected to a fundamental, untested aspect of QCD, namely having topologically nontrivial configurations of the gauge fields. This property is common to all non-Abelian gauge theories, like those constituting the basis of the SM: QCD and electroweak theory. These topological configurations can be identified with a quantum number, which we call topological charge, winding number or Chern-Simons number. Transitions between states with different topological charge are possible and go under the name of instantons [75] or sphalerons [76], which correspond to tunneling and saddle point solutions of the gauge fields, respectively. While in the vacuum these transitions are suppressed by factors of the order of $e^{1/\alpha_s}$, it was realised very early that sphalerons might occur abundantly in systems at high temperature [77, 76] and not necessarily in equilibrium, such as those produced in a heavy-ion collision. The actual sphaleron rate that one would achieve there is still subject of debate [78, 79]. It has been suggested that topological transitions in QCD are responsible for chiral symmetry breaking [80] and possibly for confinement [81].

If topological transitions occur, how can we detect them? Because of quantum anomalies, they are associated with non-conservation of certain quantum numbers, which are specific to the theory under consideration: for QCD it is chirality [82], for electroweak theory it is baryon and lepton number [83] (a SM candidate for explaining baryogenesis, i.e. the imbalance of matter and antimatter in the observed universe). Therefore, in the context of QCD, topological transitions manifest in the form of chiral imbalance, i.e. the number of left- and right-handed fermions (quarks) is not the same in a given collision [84]. This violates the parity and charge-parity symmetry of QCD. Since the chirally-imbalanced QCD system, in a heavy-ion collision, evolves within a strong magnetic field, a charged current will develop along the magnetic field direction, approximately perpendicularly to the reaction plane, and its sign will change event-by-event [85, 86].
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Explanation is straightforward: semi-classically, the potential energy $U$ of a particle with magnetic moment $\vec{\mu} \propto q \vec{S}$ in an external magnetic field $\vec{B}$ is of the form

$$U = -\vec{\mu} \cdot \vec{B} \propto -q \vec{S} \cdot \vec{B},$$

(1.7)

i.e. the particle spin tends to be aligned parallel or anti-parallel to $\vec{B}$ according to its charge, analogously to classical magnetisation. If then one considers, for simplicity, a system of only right-handed fermions, i.e. with momentum parallel to the spin, it is clear that particles will move parallel or anti-parallel to $\vec{B}$ according to their charge. This phenomenon is called Chiral Magnetic Effect (CME) and is schematically represented in Fig. 1.9. The combination of charge, chirality, magnetic field and local angular momentum - the vorticity of the system - has been predicted to determine a rich palette of phenomena analogous to the CME, with similarly sonorous names: Chiral (Electric) Separation Effect, Chiral Vortical Effect, Chiral Magnetic Wave, Chiral Vortical Wave, etc. A full description of these goes beyond the scope of this dissertation; we refer the curious reader to the excellent review in [87]. In the following, we will only discuss the theoretical and experimental status of the search for the CME.

While the qualitative picture is clear, the quantitative one is non-existent. This is due to several theoretical uncertainties: local fluctuations of topological density, actual sphaleron rate, theoretical limitations in describing pre-equilibrium dynamics and, as previously mentioned, the evolution of the magnetic field [88]. Early estimates of a possible CME signal in heavy-ion collisions differ by orders of magnitude [89, 90]. From an experimental point of view, given the large theoretical uncertainties, it is important to bear in mind the observable, qualitative aspects (and unknowns) of a potential CME signal

- Quarks are separated according to electric charge along the direction of the magnetic field in the early stages of the collision. The collective expansion of the system will then affect those quarks [91], but the separation should partially persist at the hadron level, where it can be measured.

- The number of separated charges equals the chiral imbalance, i.e. the excess of right- or left-handed quarks. The chiral imbalance equals in turn the difference in topological charge of each sphaleron transition. Tentative estimates assign a chiral imbalance of about 1 to 10 for each sphaleron transition [79]. Knowing that in each collision multiple sphaleron transitions can occur with different signs of chiral imbalance [86], the total number of separated charges could vary between 0 and $O(10)$, based on these general arguments. Note that this is of the order of 10% or less of the final-state multiplicities of a heavy-ion collision at LHC energies [92].

- The correlation between opposite charges due to the CME has a defined structure in azimuthal angle, but is unclear how that depends on rapidity. It is possible that it is of much shorter range than the typical, long-range correlations due to anisotropic flow (see Sec. 3.1). Similarly, the dependence of charge separation on transverse momentum is theoretically unknown.

Given these generic features, we refer to the usual harmonic decomposition of the
azimuthal particle distribution to define an observable CME signal $a_1$ as [93]

$$
\frac{dN}{d\varphi} = 1 + 2a_{1,\alpha} \sin(\varphi - \Psi_{RP}) + 2 \sum_{n=1}^{+\infty} v_{n,\alpha} \cos(n(\varphi - \Psi_n)),
$$

(1.8)

where $\alpha = \pm$ refers to charge. We now assume the magnetic field to be exactly perpendicular to the reaction plane; in Sec. 6.3 we will see that this is not the case. The simplest observables sensitive to the CME that one can define are the charge-dependent two- and three-particle correlators [93]

$$
\delta_{\alpha\beta} = \langle \cos(\varphi_{\alpha} - \varphi_{\beta}) \rangle,
$$

(1.9)

$$
\gamma_{\alpha\beta} = \langle \cos(\varphi_{\alpha} + \varphi_{\beta} - 2\Psi_{RP}) \rangle,
$$

(1.10)

where $\alpha, \beta = \pm$ refer again to charge. The potential and limitations of these observables will be extensively discussed in Sec. 6.1. For now, it is sufficient to remark that they unfortunately suffer from a large contribution of background [94, 95, 46, 96, 97] and that we have not been able yet to discriminate such background from a potential signal in a model-independent fashion [87, 88]. The same applies to other observables that have been proposed to study the CME. Therefore, at the time of writing it is still unknown if the CME actually occurs in heavy-ion collisions and there is broad consensus that, if it does, its contribution to known observables is minor. In light of what was discussed before, of the strong connections of the CME with fundamental, unexplored aspects of QCD and, indirectly, with the matter asymmetry problem, we find it a compelling problem to solve for the whole field.
Chapter 2

Experimental Setup

2.1 CERN accelerator complex

The Large Hadron Collider (LHC) is a particle accelerator built at CERN, the European Organization for Nuclear Research, near Geneva, Switzerland. It consists of a 27-km-long ring of superconducting magnets, built in an underground tunnel beneath the French-Swiss border. It contains two beam pipes, where particles move in two opposite directions. The LHC is designed to accelerate beams of protons and of lead nuclei $^{208}\text{Pb}$ up to a nominal energy of $\sqrt{s} = 14$ TeV and $\sqrt{s_{NN}} = 5.5$ TeV, respectively. The acceleration of lead ions is achieved in several steps: first, ions are accelerated in the LINAC 3 up to an energy of $\sqrt{s_{NN}} = 50$ MeV, then they are injected in the Low Energy Ion Ring (LEIR), which divides them into bunches of around $2.2 \times 10^8$ ions per bunch. The ions then pass in the Proton Synchrotron (PS) and Super Proton Synchrotron (SPS) accelerators, where they reach an energy of $\sqrt{s_{NN}} = 450$ GeV, and they are finally injected in the LHC, where they reach the nominal energy. Protons start from the LINAC 2, pass through the Proton Synchrotron Booster and the PS, and then follow the same path as the lead ions. A schematic representation of the accelerator complex is shown in Fig. 2.1. The particles collide in four points along the LHC ring, where the beam pipes cross, and at each of these a detector is located: ATLAS [98] and CMS [99], two general purpose detectors, LHCb [100], dedicated to the study of CP violation in B-decays, and ALICE, dedicated to the study of heavy-ion collisions. For a detailed description of the LHC see [101].

2.2 ALICE

ALICE (A Large Ion Collider Experiment) consists of 18 detectors (see Fig. 2.2), designed to measure trajectory, mass, velocity, charge and energy of the particles that transverse them. A detailed overview of the ALICE experiment and its performance can be found in [102, 103, 104, 105]; this section will only describe the detectors directly employed in this dissertation: the Inner Tracking System (ITS), Time Projection Chamber (TPC), V0 system and Zero-Degree Calorimeters (ZDC). What is common to all of these is the coordinate system used: it is right-handed Cartesian, with the $x$-axis pointing towards the center of the LHC and the $z$-axis aligned along the beam axis. The particle kinematics are expressed in terms of transverse momentum $p_T$, i.e. the magnitude of the
projection of the three-momentum $\mathbf{p}$ on the $x$-$y$ plane, azimuthal angle $\varphi$, in the $x$-$y$ plane, and pseudorapidity $\eta$, defined as

$$\eta = -\ln \left( \tan \frac{\theta}{2} \right) = \frac{1}{2} \ln \left( \frac{|\mathbf{p}| + p_L}{|\mathbf{p}| - p_L} \right)$$

(2.1)

where $p_L$ is the $z$-component of the three-momentum $\mathbf{p}$ and $\theta$ is the polar angle, in the $y$-$z$ plane.

### 2.2.1 ITS

The ITS [106] (Fig. 2.3, left panel) is the detector located most closely to the beam pipe and in this dissertation is used primarily to reconstruct the primary collision point ($primary$ $vertex$) and the trajectories of charged particles ($tracks$). It constitutes of six concentric cylindrical layers, with a minimum and maximum diameter of 3.9 and 43 cm, respectively. It is a semiconductor detector: charged particle traversing segments of the detector free charges in the doped silicon, which are detected as small ionization currents. Different technologies are used for the different layers, according to the expected track densities: Silicon Pixel Detectors (SPD) for the two innermost layers, Silicon Drift Detectors (SDD) for the middle ones and Silicon Strip Detectors (SSD) for the two outermost ones. The ITS covers full azimuthal angle $\varphi$ and pseudorapidity region $|\eta| < 0.9$.

### 2.2.2 TPC

The TPC [107] (Fig. 2.3, right panel) is a cylindrical gas detector placed symmetrically around the nominal interaction point, which is used to reconstruct tracks and identify the particle species. It spans radially from 84.1 cm to 246.6 cm, with a total length of 5 m,
covering the full azimuthal angle $\phi$ and the pseudorapidity region $|\eta| < 0.9$. The gas employed is a mixture of Neon (Argon) and CO$_2$ (90-10%), for the Run 1 (2) of the LHC. The gas volume is divided in two sections by a central high voltage (100 kV) cathode, which determines an electric field (400 V/cm) aligned with the $z$-axis and with positive (negative) direction at $\eta > 0$ ($\eta < 0$). When charged particles transverse the gas volume, they ionize the molecules of the gas and the freed electrons drift towards the outer ends of the cylinder, where high-voltage anode wires are located. These determine an avalanche reaction, in which the drifting electrons ionize more gas molecules, before getting absorbed by the wires. The freed ions induce an electric signal, directly proportional to the number of the electrons that triggered the avalanche, on a segmented plane located beneath the wires (read-out chambers, ROCs). The radial distance $r$ and azimuthal angle $\varphi$ of the ionization clusters are therefore measured directly, while the $z$-direction is calculated from the drift time of the electrons. The number of electrons freed in each ionization process depends on the particle species and momentum, which allow their identification.

2.2.3 V0

The V0 detectors consists of two cylindrical scintillators located at opposite sides of the interaction point, $2.8 < \eta < 5.1$ (V0C) and $-3.7 < \eta < -1.7$ (V0A), see Fig. 2.4, top panel. The scintillating material is BC404 plastic, which emits radiations when charged particles transverse it. This radiation is guided by optical fibres to photo-multipliers tubes, that convert the radiation into a current and amplify it. This current is then read-out as a signal, which is proportional to the number of charged particles traversing the corresponding V0 segment. Each V0 is divide into four concentric rings, with each ring divided in to eight segments (or cells), with equal azimuthal width, as shown in Fig. 2.4, bottom panel. The V0 is used for triggering, event centrality determination and event
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![Diagram of ITS and TPC Detectors](image)

Figure 2.3: Left: design of the ITS detector (figure from [106]). Right: design of the TPC detector (figure from [107]).

plane determination.

### 2.2.4 ZDC

The ZDC are hadronic calorimeters located at beam rapidities, 116 m from the interaction point, on both sides. They measure the spectator nucleons, i.e., the nucleons of the colliding ions that do not take part into the collision and continue moving at beam rapidities, after the ions fragment. It is divided into a neutron ZDC and a proton ZDC, since the spectator protons are slightly deflected from the beam axis by the magnets near the ALICE experiment (see Fig. 2.5, top panel). In this disseration, only the neutron part of the ZDC is used. The incoming nucleons generate a cascade of particles (shower) when colliding with the absorber material of the calorimeters (tantalum). An array of quartz fibres intersects the absorber material — from which the name *spaghetti calorimeter* — and generate Cerenkov light when the shower of particle passes through it. The Cerenkov light is then guided through optical fibres to photomultiplier tubes and read out as signal. The neutron ZDC is a $7 \times 7 \times 100$ cm$^3$ (in the $x$, $y$, and $z$-directions, respectively) calorimeter and was designed to contain about 80% of the shower [110]. The optical fibres in each neutron ZDC are divided into 5 sets (or towers), one covering the entire transverse area ($7 \times 7$ cm$^2$) and 4 covering squared transverse segments ($3.5 \times 3.5$ cm$^2$ each), see Fig. 2.5, bottom panel. Each set of optical fibres reaches a separate photomultiplier tube, resulting in 5 separate signals. The ZDC are displaced by about $\pm 1$ cm off the beam axis, to account for the 100 $\mu$rad/beam crossing angle of the two beams at the interaction point. The ZDC are used for triggering, centrality determination and spectator plane determination.

### 2.3 Data sample

The data analysed in this dissertation were collected with the ALICE detector during the Run 2 (1) of the LHC in 2015 (2010), at an energy of $\sqrt{s_{NN}} = 5.02$ (2.76) TeV, and consist of a total of $78.4 \times 10^6$ ($12.6 \times 10^6$) minimum-bias collisions, usually referred to as events, in the centrality range 0-80%, corresponding to an integrated luminosity of 12.7
Figure 2.4: Schematic view showing the position (top) and segmentation (bottom) of the VZERO detectors. Figures from [108, 109].

Figure 2.5: Top panel: cross section view (perpendicular to the beam axis) of the ZDC system. Bottom panel: division of the optical fibres in the neutron ZDC (4 segments and 1 common), see text. Figures from [108, 111].
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(1.7) $\mu b^{-1}$. All events are classified in terms of centrality. Data are divided in runs, i.e. periods of continuous data-taking of the ALICE experiment that last up to a few hours\(^1\). Stops between runs are determined by either dumping of LHC beams, which happens regularly every about 12 hours, or detector requirements (calibration, malfunctioning).

2.3.1 Event selection

A selection of the events recorded in the detectors is needed to disentangle hadronic nucleus-nucleus collisions from, among others, collisions of ions with the beam pipe and electromagnetic processes, which are more frequent. Event selection is usually performed both online, discarding non-interesting events while recording them, and offline, analysing a recorded data set. Online event selection is based on the simultaneous occurrence (coincidence) of determined signals in multiple detectors, which then triggers the recording of the event information from all detectors of interest. This coincidence of signals is therefore called trigger. The online trigger conditions used to collect the data sets analysed are

- a minimum signal in the V0C,
- a minimum signal in the V0A,
- two pixel chips hit in the outer layer of the SPD,

with the minimum signal thresholds in both V0 equal to the mean energy deposited by one minimum ionizing particle. The requirements for the run 1 data set ($\sqrt{s_{NN}} = 2.76$ TeV, 2010) were any two out of these three conditions, while for the run 2 data set ($\sqrt{s_{NN}} = 5.02$ TeV, 2015) only the first two, i.e. a minimum signal on both V0. These conditions define the Minimum Bias (MB) events, which are thought to comprise the full hadronic cross section. Yet, the recorded minimum-bias data set contains spurious events that need to be removed offline with adequate selection criteria. These spurious events include again a fraction of electromagnetic processes, plus collisions between ions outside of the colliding bunches (out-of-time pile-up) and collisions between ions and residual gas molecules in the beam pipe (beam-gas events). Moreover, when bunch crosses multiple collisions can take place almost simultaneously (in-time pile-up), which are experimentally challenging to reconstruct individually and therefore need to be removed. In order to discriminate against these effects, several selection criteria are applied

- constraints on the time difference between the two V0 detectors,
- primary vertex reconstructed within $|z| < 10$ cm from the nominal interaction point,
- consistency between different centrality estimators (see Sec. 2.3.2),
- consistency between number of charged tracks in $|\eta| < 0.8$ with different track selection criteria (see Sec. 2.3.3).

\(^1\)Not to be confused with “Run” (with capital R), which indicates long operational periods of the LHC spanning 2-3 years
2.3.2 Centrality determination

Centrality quantifies the overlap between the colliding nuclei, in a scale from 0% (head-on collision, full overlap) to 100% (no overlap), where the percentage expresses the fraction of the total nuclear interaction cross section $\sigma_{\text{tot}}$. The centrality percentile $c$ of an $A$-$A$ collision with an impact parameter $b$ is defined theoretically by integrating the impact parameter distribution $d\sigma/db$ as

$$c_{\text{th}} = \frac{1}{\sigma_{\text{tot}}} \int_0^b \frac{d\sigma}{db'} db'$$

(2.2)

Experimentally, impact parameter is not a measurable quantity and we have to resort to other means. The widespread convention is to define centrality as percentiles of the charged particle multiplicity $N_{\text{ch}}$ in a given phase space

$$c_{\text{exp}} = \frac{1}{\sigma_{\text{tot}}} \int_{N_{\text{ch}}^{\text{thr}}}^{\infty} \frac{d\sigma}{dN_{\text{ch}}} dN_{\text{ch}}$$

(2.3)

and to estimate $\sigma_{\text{tot}}$ from the total number of observed events, corrected for the trigger efficiency and determined in a region where the contribution of electromagnetic processes is negligible. The absolute scale is set by the anchor point, i.e. the measured $N_{\text{ch}}$ equivalent to 90% of the hadronic cross section, which can be derived from a simulated $N_{\text{ch}}$ distribution fit to the experimental one. In ALICE we use as default centrality estimator the total signal measured by the V0 detectors, which is a proxy for $N_{\text{ch}}$. Alternative estimators include, among others: number of clusters in the SPD (CL1), total signal in the two ZDC. For a detailed description see [112]. Overall, $c_{\text{exp}}$ can be reconstructed with a precision of about 0.5% for central and mid-central collisions [112], although its agreement with $c_{\text{th}}$ (and therefore $b$) was estimated to be worse than a few % for central collisions (0-10%) [113].

2.3.3 Track selection

Charged tracks in ALICE are reconstructed from the energy deposition in the various detectors. First, the primary vertex is reconstructed from charged clusters in the two SPD layers of the ITS. The tracks are then constructed via the Kalman filtering algorithm [114], using as a initial seed charged clusters in the outermost part of the TPC, where the spatial separation between trajectories is maximal, and then proceeding inward until the inner radius the TPC. Tracks are then matched to clusters in the outermost layer of the SSD and propagated through the ITS. A second fitting procedure starts from the SPD clusters and proceed outward towards the end of the TPC and further to outer detectors, e.g. TRD or TOF. Tracks can share clusters in both TPC and ITS. For a complete overview see [103, 104, 105]. In this dissertation we use inclusive charged tracks in the kinematic range $|\eta| < 0.8$ and $0.2 < p_T < 50$ GeV/c. Two classes of tracks are used: the first one requires one hit per track in the SPD and three hits in total in the ITS, the second one requires no hits in the SPD but uses the primary vertex position as an additional constrain in the fitting procedure, to improve momentum resolution. All tracks are required to have

$^2$typically, from Glauber Monte Carlo, in which $N_{\text{ch}}$ is a linear function of the number of participant nucleons and number of binary collisions, convoluted with a negative binomial distribution.
at least 70 TPC clusters (out of a maximum of 159) and a $\chi^2$ per TPC cluster $\chi^2_{\text{TPC}}$ (from the Kalman fit) within $0.1 < \chi^2_{\text{TPC}} < 4$. At the same time, the $\chi^2$ per ITS cluster $\chi^2_{\text{ITS}}$ is required to be within $0.1 < \chi^2_{\text{ITS}} < 36$. *Secondary tracks*, i.e. tracks originating from weak decays or from interactions of particles with detector material, are partially rejected requiring a *distance of closest approach* (DCA) to the primary vertex position less than 3.2 cm in the beam direction and 2.4 cm transverse to it. An exact definition of what in the ALICE experiment a *primary track* is can be found in [115]. Overall, these selection criteria ensure a $p_T$ resolution better than 5% for the kinematic range used in this dissertation [105]. Reconstruction efficiency and residual secondary contamination will be discussed in Sec. 3.2.
Chapter 3

Analysis Methods

3.1 Flow methods

In Sec. 1.4 we saw that anisotropic flow coefficients quantify correlations in azimuthal angles of final-state particles with global planes of interests, which define the geometry of the system. Unfortunately, these global planes are either not measurable (e.g. the reaction plane Ψ_{RP}) or can be measured only with limited precision. Various experimental methods to measure flow were constructed to overcome this issue. They all share one basic idea: if the only observables are final-state particle momenta, we need to use correlations between those to extract information on flow. In fact, if we assume that azimuthal correlations between particle momenta are solely due to correlations between each particle and the event planes Ψ_n, it is easy to see that they provide a direct measurement of flow coefficients

\[ \langle \cos(n(\varphi_1 - \varphi_2)) \rangle = \langle \cos(n(\varphi_1 - \Psi_n)) \rangle \langle \cos(n(\varphi_2 - \Psi_n)) \rangle = \langle v_n^2 \rangle. \] (3.1)

In reality, additional sources of azimuthal correlations need to be taken into account, which are mostly (mini-)jets and resonance decays. Their contribution to 2- or multi-particle azimuthal correlations is usually referred to as non-flow. More precisely, non-flow is defined as any few-body short-range correlation which is unrelated to the global planes; “few” is with respect to the total event multiplicity and “short-range” is with respect to the typical separation in \( \Delta \eta = |\eta_1 - \eta_2| \) of tracks originating from (mini-)jet fragmentation and resonance decays, which is of about 2 units in Pb–Pb collisions at LHC energies\(^1\) [116]. Note that correlations with the global planes are long-range in nature, i.e. they span over more than 2 units in \( \Delta \eta \), since the system itself is highly boosted along the beam direction. Variations of event planes within \( 2 < |\Delta \eta| < 5 \) have been observed to be less than a few % at LHC energies [47].

In this dissertation, we measure anisotropic flow coefficients using the Q-vector (also called flow vector) formalism [117, 118]. The definition of Q-vector changes according to the type of detector employed. When measuring fully reconstructed tracks, e.g. from ITS

\(^1\)This is estimated from the width in \( \Delta \eta \) of the near-side jet-like peak of the \( \Delta \eta-\Delta \varphi \) correlation function, see reference.
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and TPC, with azimuthal angle $\varphi$ the $Q$-vector is defined as

$$Q_{n,m} = \sum_{j=1}^{M} w^m_j e^{in\varphi_j},$$

where $M$ is the track multiplicity, $n$ refers to the harmonic and $m$ is the power of the particle weight $w_j$, which is used to correct for detector effects (see Sec. 3.2). When using detectors with finite granularity, such as the V0 or the ZDC, the $Q$-vector is constructed by means of a center-of-gravity algorithm, where the azimuthal positions of the different detector segments $\varphi$ are weighted with the segment signal $E$

$$Q_n = \sum_{j=1}^{M} E_j e^{in\varphi_j}.$$  

We use two methods to compute flow coefficients from $Q$-vectors: the $Q$-cumulant method [120], explained in Sec. 3.1.1, and the scalar product method [121], explained in Sec. 3.1.2. They have three main advantages with respect to other flow methods (for an overview, see [119]):

- they are computationally efficient, permitting to compute correlations on an event-by-event basis with a single pass over the set of tracks [120];
- the correlations have well-defined biases related to detector effects (non-uniform acceptance, finite resolution), which can be corrected for [120, 122];
- the correlations have well-defined sensitivity on flow fluctuations [120, 123].

3.1.1 Multi-particle $Q$-cumulants

The multi-particle cumulant method [124] allows to measure the different cumulants of the flow p.d.f., while analytically suppressing non-flow contributions order by order: $m$-particle cumulants are free from any $(m-2)$-particle non-flow correlations. The sensitivity of each $m$-particle cumulant $c_n\{m\}$ to different moments of the flow p.d.f. can be seen in the definitions:

$$c_n\{2\} = \langle\langle 2 \rangle\rangle = \langle v^2_n \rangle,$$

$$c_n\{4\} = \langle\langle 4 \rangle\rangle - 2\langle\langle 2 \rangle\rangle^2 = \langle v^4_n \rangle - 2\langle v^2_n \rangle^2,$$

$$c_n\{6\} = \langle\langle 6 \rangle\rangle - 9\langle\langle 2 \rangle\rangle\langle\langle 4 \rangle\rangle + 12\langle\langle 2 \rangle\rangle^3 = \langle v^6_n \rangle - 9\langle v^2_n \rangle^2\langle v^4_n \rangle + 12\langle v^2_n \rangle^3,$$

$$c_n\{8\} = \langle\langle 8 \rangle\rangle - 16\langle\langle 2 \rangle\rangle\langle\langle 6 \rangle\rangle - 18\langle\langle 4 \rangle\rangle^2 + 144\langle\langle 2 \rangle\rangle^2\langle\langle 4 \rangle\rangle - 144\langle\langle 2 \rangle\rangle^4 = \langle v^8_n \rangle - 16\langle v^2_n \rangle^2\langle v^6_n \rangle - 18\langle v^4_n \rangle^2 + 144\langle v^2_n \rangle^2\langle v^4_n \rangle - 144\langle v^2_n \rangle^4,$$

where $\langle\langle N \rangle\rangle$ refers to the $N$-particle correlator

$$\langle N \rangle = \frac{M!}{(M-N)!} \sum_{i_1, \ldots, i_N = 1}^{M'} e^{in(\varphi_{i_1} + \ldots + \varphi_{i_{N/2} - \varphi_{i_{N/2+1}} - \ldots - \varphi_{i_N}})}.$$
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The prime in the sum \((\sum')\) indicates that all indices must be taken different. Double brackets denote an average first over all \(M\) particles in a given event and then over all events. Different order cumulants provide independent estimates for the flow harmonics \(v_n\). In particular we define

\[
v_n\{2\} = \sqrt{2} c_n\{2\},
\]
\[
v_n\{4\} = \sqrt{6} c_n\{4\},
\]
\[
v_n\{6\} = \sqrt{14} c_n\{6\},
\]
\[
v_n\{8\} = \sqrt{133} c_n\{8\}.
\]

Correlators can be constructed directly from \(Q\)-vectors following the prescriptions of [120], from which the name \(Q\)-cumulants. Here, we report for conciseness only the equations for \(\langle\langle 2\rangle\rangle\) and \(\langle\langle 4\rangle\rangle\)

\[
\langle\langle 2\rangle\rangle = \frac{1}{M_{11}} \sum_{i,j=1}^{M'} w_i w_j e^{i\phi_i - \phi_j} = \frac{|Q_{n,1}|^2 - S_{1,2}}{S_{2,1} - S_{1,2}}
\]
\[
\langle\langle 4\rangle\rangle = \frac{1}{M_{1111}} \sum_{i,j,k,l=1}^{M'} w_i w_j w_k w_l e^{i\phi_i + \phi_j - \phi_k - \phi_l} = \frac{|Q_{n,1}|^4 + |Q_{2n,2}|^2 - 2 \text{Re} [Q_{2n,2} Q_{n,1}^*] + 8 \text{Re} [Q_{n,3} Q_{n,1}^*] - 4 S_{1,2} |Q_{n,1}|^2 - 6 S_{1,4} - 2 S_{2,2}}{(S_{4,1} - 6 S_{1,2} S_{2,1} + 8 S_{1,3} S_{1,1} + 3 S_{2,2} - 6 S_{1,4})},
\]

where

\[
M_{abcd...} = \sum_{i,j,k,l,...=1}^{M'} w_i^a w_j^b w_k^c w_l^d...
\]
\[
S_{p,k} = \left[ \sum_{i=1}^{M} w_i^k \right]^p.
\]

The event weights \(M_{abcd...}\) are used to minimize the effect of multiplicity variations in the event sample and quantify the number of different \(m\)-particle combinations in an event with multiplicity \(M\). Equations for higher order correlators \((\langle\langle 6\rangle\rangle, \langle\langle 8\rangle\rangle, \ldots)\) can be analytically derived, but this is unpractical because of the large number of terms involved. It is more convenient to compute them with the Generic Framework algorithms [122], which permit to automatize the process without any loss of precision or generality. This is what we used in this dissertation.
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It is also possible to define so-called differential or reduced \( m \)-particle \( Q \)-cumulants, in which one correlates 1 particle of interest, denoted with a prime (‘), with \( m-1 \) other particles. The 2- and 4-particle differential \( Q \)-cumulant read

\[
d_n\{2\} = \langle \langle 2' \rangle \rangle = \langle v'_n v_n \rangle, \tag{3.19}\]
\[
d_n\{4\} = \langle \langle 4' \rangle \rangle - 2\langle \langle 2' \rangle \rangle\langle \langle 2 \rangle \rangle = \langle v'_n v_n^3 \rangle - 2\langle v'_n v_n \rangle \langle v_n^2 \rangle \tag{3.20}\]

and the corresponding differential flow estimates

\[
v'_n\{2\} = \frac{d_n\{2\}}{\sqrt{c_n\{2\}}}, \tag{3.21}\]
\[
v'_n\{4\} = -\frac{d_n\{4\}}{\sqrt{-c_n\{4\}}} \tag{3.22}\]

The equations to compute the differential 2- and 4-particle correlator \( \langle \langle 2' \rangle \rangle, \langle \langle 4' \rangle \rangle \) from \( Q \)-vectors can be found in [120]. In this dissertation, we use differential \( Q \)-cumulants to measure the \( p_T \) dependence of \( v_n \), correlating one particle at a given \( p_T \) with all other measured particles, which are in the range \( 0.2 < p_T < 50 \text{ GeV/c} \). In the context of differential cumulants, the names Particles Of Interest (POIs) and Reference Particles (RPs) are typically used to denote the former and the latter set, respectively.

### 3.1.2 Scalar product method

The scalar product method [121] is used to compute 2-particle correlators between fully reconstructed tracks and event planes estimated with detectors at forward rapidities (V0, ZDC). In terms of sensitivity to moments of the flow p.d.f., it is analogous to the 2-particle cumulant defined in Eq. 3.4. In this case, non-flow is suppressed by the large interval in \( \eta \) that separates tracks at mid-rapidity \( |\eta| < 0.8 \) and the forward detectors. Given \( Q^{V0A}_n \) and \( Q^{V0C}_n \) (see Sec. 3.3) we measure anisotropic flow coefficients \( v_n \) as [125]

\[
v_n\{2, |\Delta \eta| > 2\} = \frac{\langle u_{n,0} Q^{V0A\ast}_n \rangle}{\sqrt{(Q^{V0A}_n Q^{V0A\ast}_n)}}, \tag{3.23}\]

where \( u_{n,0} = e^{i \nu \varphi} \) is the unit \( Q \)-vector from charged particle tracks at mid-rapidity and \( Q_{n,1} \) is computed from the same type of tracks according to Eq. 3.2. The term at the denominator quantifies the finite resolution on \( Q^{V0A}_n \). Because of the finite segmentation of the V0 (eight segments in \( \varphi \)), it is possible to reliably measure only up to the fourth harmonic with this method; for a general discussion of this problem see [122].

The scalar product method is also used to measure directed flow \( v_1 \) with respect to the neutron spectator plane \( \Psi_{SP} \), as reconstructed by the ZDC. The corresponding equations are very similar and will be discussed in more detail in Sec. 7.1.

### 3.2 Efficiency and acceptance corrections

Corrections for non-uniformities in efficiency and acceptance of charged tracks are performed via track weights \( w_j \) in the \( Q \)-vector construction, as defined in Eq. 3.2. In particular, weights can be factorized in a \( p_T \)-dependent efficiency and contamination part...
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\( w_j^{\text{eff}} \), which is computed by means of Monte Carlo simulations, and an acceptance part \( w_j^{\text{acc}} \), which is derived in a data-driven fashion

\[
 w_j = w_j^{\text{eff}}(p_T, \text{cen}) w_j^{\text{acc}}(\eta, \varphi, v_z, \text{cen}, \text{run}) \tag{3.24}
\]

where \( v_z \) is the \( z \)-position of the reconstructed primary vertex, while “cen” and “run” indicate centrality percentile and run number, respectively. \( p_T \)-dependent non-uniform efficiency is in general due to the tracking procedure itself: very low-\( p_T \) tracks, for instance, are strongly bended by the magnetic field and do not cross the TPC in its full length, resulting in a smaller number of TPC clusters and therefore lower momentum resolution (see Sec. 2.3.3). Absorption in the detector material and secondary interactions contribute as well. These effects can be studied via a Monte Carlo simulation. First, a collision is simulated with random sampling of relevant physical variables (e.g. impact parameter), together with possible particle interactions and decays: this is performed by so-called event generators, that encode specific microscopic physics. In this dissertation, we use HIJING [126] (Heavy-Ion Jet Interaction Generator), which does not simulate final-state collective effects but has a pQCD-based jet production description and uses the Lund string model [127] for hadronization. Tracks generated by HIJING are then propagated through the detectors and their interaction with the material is simulated with GEANT3 [128]. The full detector geometry and conditions are included at this stage. We can then compute the efficiency \( \varepsilon \) as

\[
 \varepsilon(p_T) = \frac{N_{\text{sec}}(p_T)}{N_{\text{gen}}(p_T)}, \tag{3.25}
\]

where \( N_{\text{gen}} \) and \( N_{\text{rec}} \) are the number of particles at the event generator level and after reconstruction, respectively. The contamination \( \lambda \) quantifies the fraction of secondary particles, i.e. particles from weak decays or from interactions with the detectors, and is defined as

\[
 \lambda(p_T) = \frac{N_{\text{sec}}(p_T)}{N_{\text{tot}}(p_T)}, \tag{3.26}
\]

where \( N_{\text{sec}} \) and \( N_{\text{tot}} \) are the number of secondary particles and total particles (secondaries and primaries), respectively, after reconstruction. Efficiency and contamination as a function of \( p_T \) in several centrality intervals are shown in Fig. 3.1 for the default choice of track selection criteria used in this dissertation and collision energy \( \sqrt{s_{\text{NN}}} = 5.02 \) TeV. Results at \( \sqrt{s_{\text{NN}}} = 2.76 \) TeV change by less than a few %. For \( p_T > 20 \) GeV/c, where Monte Carlo data suffer from large statistical uncertainties, the values of \( \varepsilon \) and \( \lambda \) at \( p_T = 20 \) GeV/c are used. The total efficiency and contamination correction \( w_j^{\text{eff}}(p_T) \) is computed according to

\[
 w_j^{\text{eff}}(p_T) = \frac{1 - \lambda(p_T)}{\varepsilon(p_T)}, \tag{3.27}
\]

separately in the centrality classes shown in Fig. 3.1: 0-5\%, 5-10\%, 10-20\%, \ldots 70-80\%. The factorization used in Eq. 3.24 is tested looking at the \((\eta, \varphi)\)-dependence of \( \varepsilon(p_T) \). Overall, differences are observed to be within 2\%.

The acceptance correction \( w_j^{\text{acc}} \) is computed from real data as a function of \( \eta \) and \( \varphi \), separately for each run number, centrality interval and \( v_z \) (with 10 intervals in the range
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The $Q$-vector from the V0 system, described in Sec. 2.2.3, is defined as

$$Q_n^{V0C, V0A} = \sum_{j=1}^{32} E_j e^{i n \varphi_j},$$

(3.29)

where $E_j$ is the signal amplitude in each V0 cell. The cell azimuthal positions $\varphi_j$ are given by

$$\varphi_j = \pi \frac{1}{4} \left( \frac{1}{2} + j \%8 \right),$$

(3.30)

where $j \%8$ is the remainder of the Euclidean division of $j$ by 8. In order to ensure a uniform azimuthal response of the detector, the V0 system needs to be calibrated. This is performed in two sequential steps: gain equalization and re-centring.

Gain equalization consists in ensuring that all cells within one V0 have equal average signal. In fact, the average track multiplicity in each cell is expected to be roughly the

Figure 3.1: Efficiency (left) and contamination (right), as defined in Eq. 3.25 and 3.26 respectively, in several centrality bins, for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV.

employed, $|v_z| < 10$ cm. It is defined as

$$w_j^{acc}(\eta, \varphi) = \langle \frac{dN(\eta, \varphi)}{d\eta d\varphi} \rangle_{\varphi}$$

(3.28)

where the average track density $\langle dN(\eta, \varphi)/d\eta d\varphi \rangle_{\varphi}$ is computed over $0 < \varphi < 2\pi$ in each interval of $\eta$. The variations in $w_j^{acc}(\eta, \varphi)$ between runs and centrality intervals are observed to be generally small ($< 5\%$), while those in $v_z$ can be important, especially at the edges of the detector acceptance: $-0.8 < \eta < -0.6$ and $0.6 < \eta < 0.8$. An example of $dN(\eta, \varphi)/d\eta d\varphi$, normalized by the number of events, with and without the correction factors $w_j^{acc}(\eta, \varphi)$, is shown in Fig. 3.2, respectively, in different intervals of $v_z$. 3.3 V0 calibration
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Figure 3.2: Charged track density distributions $dN/(\eta, \phi)$, normalized by the number of events, without (top panels) and with (bottom) the correction factors $w_f^{\text{acc}}(\eta, \phi)$, in different intervals of $v_z$. 
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Figure 3.3: Boxplots of the distributions of the signal amplitudes from the V0 cells, before (top) and after (bottom) gain equalization. Run number 246087, centrality range 0-80%.

same and differences in the response are expected to arise only from detector inefficiencies or mis-calibration. First, we store the signal distribution for each cell \( j \) and we compute its average \( \langle E_j \rangle \). Then, in a second pass over the data, we correct the cell signal as

\[
E'_j = E_j \frac{\xi}{\langle E_j \rangle},
\]

where \( \xi \) is the average signal across each ring of each V0. This is performed separately for each run, to compensate for time-dependent variations of the detector response. Figure 3.3 shows the signal distributions in each V0 cell before (top panel) and after (bottom panel) gain equalization. The cell numbering is 1 to 32 for V0C and 33 to 64 for V0A. A uniform average response across all cells of each ring is achieved at this stage.

The second step is re-centring, which ensures that the distribution of \( Q_{n}^{V0C} \) and \( Q_{n}^{V0A} \) is isotropic in azimuthal angle. We first store separately the distributions of the real and
imaginary component of the two $Q$-vectors, also referred to $x$- and $y$-component, and we compute their mean $\langle Q_{n,x}^{V0k} \rangle$, $\langle Q_{n,y}^{V0k} \rangle$ and standard deviation $\sigma_{n,x}^{V0k}$, $\sigma_{n,y}^{V0k}$, where $k=A,C$. Then, in a second pass over the data, we correct the $Q$-vectors as

$$Q_{n,j}^{V0k} = Q_{n,j}^{V0k} - \langle Q_{n,j}^{V0k} \rangle \frac{\sigma_{n,j}^{V0k}}{\sigma_{n,j}^{V0k}}.$$

The re-centring procedure is applied separately for each run, each 1 cm interval of reconstructed primary vertex $z$-position ($v_z$) and each centrality interval of 1% width (0-1%, 1-2%, ...), where centrality is measured by means of a non-V0 based estimator (CL1, see Sec. 2.3.2) to avoid any correlation between $Q$-vector calibration, centrality determination and trigger. Figure 3.4 shows an example of the $Q$-vector distributions before (top panels) and after (bottom panels) re-centring, as a function of centrality, for the second and third harmonic.

### 3.4 ZDC calibration

For the ZDC detectors, described in Sec. 2.2.4, the $Q$-vector is defined as

$$Q^{\text{ZNA, ZNC}} = \frac{\sum_{j=1}^{4} E_j^\alpha r_j e^{i\varphi_j}}{\sum_{j=1}^{4} E_j^\alpha},$$

where $E_j$ is the total energy deposited in the $j$-th tower of the calorimeters, $r_j$ and $\varphi_j$ the position and azimuthal angle of its center with respect to the beam axis ($x = \pm 1.75$ cm, $y = \pm 1.75$ cm, $\varphi_j = \pi/4, 3\pi/4, 5\pi/4, 7\pi/4$), respectively. The parameter $\alpha$ compensates for saturation effects in case of high energy depositions in the towers and is set to $\alpha = 0.395$, according to previous Monte Carlo studies [111]. Note that in this case we drop the subscript $n$ in the $Q$-vector notation, since we only measure the first harmonic ($n = 1$).

The calibration of the ZDC $Q$-vectors, which is needed to correct for detector misalignment and non-uniform azimuthal response, is similar to the VZERO ones and is performed in two sequential steps: gain equalization and re-centring.

Gain equalization is first applied on the 4 towers of each ZN, storing the signal distribution for each tower $j$, computing its average $\langle E_j \rangle$ and then, in a second pass over the data, correcting the tower signal as

$$E'_j = E_j \frac{\xi}{\langle E_j \rangle},$$

in this case, the correction factor $\xi$ is chosen equal to 1/4 of the average signal in the common tower $\langle E_{\text{com}} \rangle$, separately for ZNA and ZNC. The averages are computed in intervals of centrality and run number, to compensate for time-dependent variations of the detector response. A further correction procedure is required at the level of $E_j$ for a large fraction of the 2015 data set (Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV), since one tower (#2) of the ZNA was malfunctioning (the photomultiplier tube stopped working). We use the signal in the common channel to reconstruct the missing information. After gain equalization, the signal in the second tower is measured as

$$E_2 = E_{\text{com}} - E_1 - E_3 - E_4.$$
Figure 3.4: Boxplots of the $Q_{n,x}$ (red) and $Q_{n,y}$ (blue) distributions from V0A and V0C as a function of centrality, before (top) and after (bottom) the calibration procedure. Run number 246087.
An example of the signal distributions from the various ZDC towers are reported in fig. 3.5, before (top) and after (bottom) gain equalization. The tower numbering is 1 to 5 for ZNC and 6 to 10 for ZNA, with the first one of each (1 and 6, respectively) being the common tower.

![Boxplots of the distributions of the signal amplitudes from the ZDC towers, before (top) and after (bottom) gain equalization. Run number 246087, centrality range 0-80%.](image)

The ZDC $Q$-vector re-centring is then performed, similarly to what is done with the VZERO, subtracting the average components $\langle Q_{Z}^{\text{ZNC}_k} \rangle$, $\langle Q_{Z}^{\text{ZNC}_k} \rangle$ ($k=A,C$) of the different $Q$-vectors:

$$Q_{Z}^{\text{ZNC}_k} = Q_{Z}^{\text{ZNC}_k} - \langle Q_{Z}^{\text{ZNC}_k} \rangle.$$  (3.36)

In the case of the ZDC, a strong dependence of all components $Q_{Z}^{\text{ZNC}_k}$ on centrality, run number and all primary vertex coordinates ($v_x$, $v_y$, $v_z$) is observed, with some degree of correlation between all of these. This is due to the peculiar position of the ZDC:
3.5. SYSTEMATIC UNCERTAINTIES

A deviation in the polar beam crossing angle of \( \pm 1 \, \mu \text{rad} \) results in a displacement of the centroid position of about 7 mm at the ZDC surface, which is sizeable compared to both the tower transverse size (3.5 cm) and the physical deflection of the spectator neutrons between the A- and C-side. While it is necessary to correct for all event variables simultaneously, the limited amount of data at our disposal requires to do approximations. In fact, it is impossible to compute statistically meaningful averages of \( Q^Z_{Nk} \) dividing the data set in a 5-dimensional event variable space.

The chosen solution consists in decomposing the correction procedure in 3 consecutive steps:

1. re-center as a function of centrality (1\% intervals) and run number.
2. re-center as a function of centrality (10\% intervals) and \( v_x, v_y, v_z \).
3. re-center as a function of run number and \( v_x, v_y, v_z \).

Given the run-dependent variations of \( \langle v_x \rangle, \langle v_y \rangle, \langle v_z \rangle \), the primary vertex position is centred around 0 in each run before step 2:

\[ v_i \rightarrow v_i - \langle v_i \rangle_{\text{run}}. \]

The resulting average \( Q \)-vector components, after the re-centring procedure, are indeed consistent with 0 as a function of centrality, run number and primary vertex position, as shown in Fig.3.6. Correlations with respect to multiple event variables are also observed to be corrected for; an example of \( Q^Z_{Nk}(v_x, v_y) \) before and after the re-centring procedure is shown in Fig.3.7.

Once detectors effects are properly corrected for, the azimuthal position of the ZDC centroids is expected to be determined only by the deflection of the spectator neutrons, which is opposite between the A- and C-side. This would result in the centroid positions to be anti-correlated in azimuthal angle: \( \langle \cos(\Psi_A^{SP} - \Psi_C^{SP}) \rangle < 0 \), i.e. in terms of \( Q \)-vector cross-terms \( \langle Q^{ZNC}_{y} Q^{ZNA}_{y} \rangle = \langle Q^{ZNC}_{x} Q^{ZNA}_{x} \rangle < 0 \) and \( \langle Q^{ZNC}_{y} Q^{ZNA}_{x} \rangle = \langle Q^{ZNC}_{x} Q^{ZNA}_{y} \rangle = 0 \). Deviations from the expected behaviour are still observed after the calibration procedure has been applied, which become important for more peripheral collisions. These deviations provide a quantification of spurious azimuthal correlations due to detector effects. We attribute them to space-momentum correlations between the Pb ions in the two colliding bunches, which can arise from correlated fluctuations in the beam crossing angle. We are not able to neither prove this interpretation nor correct for the expected bias, as neither the spectator deflection nor the beam correlations can be precisely simulated via Monte Carlo simulations, which cannot therefore be used to deconvolute the two effects. However, we also note that within a limited centrality range (5-40\%), which is used for the results presented in this dissertation, the residual detector effects are small: \( \langle Q^{ZNC}_{y} Q^{ZNA}_{y} \rangle \approx \langle Q^{ZNC}_{x} Q^{ZNA}_{x} \rangle \) up to a few \% and \( \langle Q^{ZNC}_{y} Q^{ZNA}_{x} \rangle, \langle Q^{ZNC}_{y} Q^{ZNA}_{x} \rangle \ll \langle Q^{ZNC}_{y} Q^{ZNA}_{y} \rangle = \langle Q^{ZNC}_{x} Q^{ZNA}_{x} \rangle \).

3.5 Systematic uncertainties

The systematic uncertainties on the measurements presented in this dissertation are evaluated as following, unless otherwise stated. For each possible source of systematic...
Figure 3.6: $\langle Q_{n,x} \rangle$ (red) and $\langle Q_{n,y} \rangle$ (blue) from ZNA and ZNC as a function of centrality (left) and $v_z$ (right), before (top) and after (bottom) the calibration procedure. Run number 216587.
Figure 3.7: $\langle Q_{n,x} \rangle$ and $\langle Q_{n,y} \rangle$ from ZNA and ZNC as a function of $v_x$ and $v_y$, before (top) and after (bottom) the calibration procedure. Run number 246087, centrality 0-80%.
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uncertainty, the corresponding parameters (track selection criteria, detector calibration parameters, etc.) are varied within a reasonable range, as discussed case-by-case, and the measurement is repeated. The default measurement $x_{\text{def}}$ and the measurement obtained with varied parameters $x_{\text{var}}$ are then compared, to see if a systematic difference is present or not. To see if such differences are statistically significant, the Barlow test [129] is employed

$$B = \frac{x_{\text{def}} - x_{\text{var}}}{\sqrt{\sigma_{\text{def}}^2 \pm \sigma_{\text{var}}^2}},$$

where $\sigma$ is the statistical uncertainty and the sign at the denominator is determined by the correlation between $x_{\text{def}}$ and $x_{\text{var}}$, which depends in turn on the degree of overlap between the default data sample and the data sample with varied parameters. The sign is positive (+) if the two samples are independent (e.g. comparing results from different runs) and negative (−) if one sample is a sub-set of the other (e.g. comparing results obtained with more stringent and looser track selection criteria); intermediate cases are treated conservatively. If $B$ is larger than 1, the corresponding difference is accounted as a systematic uncertainty. The contributions from the different sources are added in quadrature as an estimate of the total systematic uncertainty.

Figure 3.8: Correlations between ZDC Q-vector components, after calibration.
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Chapter 4

Energy Dependence of Anisotropic Flow

in collaboration with Alexandru Dobrin, Jürgen Schukraft and Cvetan Cheshkov

4.1 Introduction

The main interest in studying the energy dependence on anisotropic flow is twofold:

- Test the robustness of current models of heavy-ion collisions, with which predictions on the variation of anisotropic flow coefficients between Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV were obtained [130] [131] [132] [133]. In particular, theoretical uncertainties are expected to partially cancel in the ratios of $v_n$ at different energies, since some details of the models are known not to depend significantly on collision energy [130]. Also on the experimental side, systematic uncertainties are expected to be reduced in such ratios, as they are partially correlated between different datasets. Therefore, this constitutes a high-precision test of our current understanding of anisotropic flow in heavy-ion collisions.

- Provide additional constraints on the variations of the model parameters to which anisotropic flow is most sensitive with respect to collision energy and, therefore, average system temperature. In particular, the relative increase of flow coefficients has been shown [131] to be sensitive to the temperature dependence of $\eta/s$ close to and during the QGP phase (Fig. 4.3), which is currently poorly constrained by data [18].

The main differences that were expected between Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV, based on our current understanding of heavy-ion collisions, are

- a relative increase of 4-5% of the average system temperature [131],
- an increase of $\langle p_T \rangle$ of about 3-4%, due to an increase of radial flow [130],
- an increase in charged hadron multiplicity at midrapidity of about 20% [131] [130],
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- possibly a small variation (about 1% or less) of average initial-state spatial anisotropies [130].

Therefore, concerning anisotropic flow, the general expectations were that $p_T$-integrated flow coefficients would increase by a few percent due to the increase of $\langle p_T \rangle$, while the $p_T$ dependence of $v_n$ would be mostly unchanged. $v_n(p_T)$ would in principle vary because of the increase of radial flow, but such a variation was expected to be of $O(1\%)$ at most, given the striking similarity already observed between measurements of $v_n(p_T)$ at LHC energies ($\sqrt{s_{NN}} = 2.76$ TeV) [134] and RHIC ones ($\sqrt{s_{NN}} = 200$ GeV) [135]. The changes in initial-state spatial anisotropies ($\varepsilon_n$) were also expected to play a role, since to first approximation $v_n \propto \varepsilon_n$ (see the discussion in Sec. 5.1), although numerically their contribution was estimated to be around 1% (2%) or less for $v_2$ ($v_3$), as shown in Fig. 4.1. The residual sensitivity on other model parameters was estimated to be of a few percent at most, as shown in Fig. 4.2. Overall, the strongest sensitivity seemed to be indeed on the temperature dependence of $\eta/s$ (Fig. 4.3, bottom panel). However, the relatively broad range of temperature probed by the system introduces some ambiguity: as we see in Fig. 4.3, top left panel, the two parametrizations $\eta/s = 0.2$ and param3 are dramatically different, while resulting in a similar increase of $v_n$, suggesting that the temperature-averaged values of $\eta/s$, i.e. integrating over the full evolution of the system, for these two parametrizations are quite similar. In particular, the system temperature at which transverse flow builds up at these energies is in the range 200-250 MeV [136]. At the same time, when compared to a broader set of observables at $\sqrt{s_{NN}} = 2.76$ TeV and 200 GeV, param3 fails to describe several of them [137], making thus possible to exclude it from the comparison. We conclude that measurements of anisotropic flow coefficients in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV probably have little discriminating power on model parameters by themselves, but are likely to have it in combination with other bulk observables, most importantly the charged particle pseudorapidity ($dN_{ch}/d\eta$) and $p_T$ distributions ($dN_{ch}/dp_T$).

As a final remark, it is worth to note that the variations of temperature, multiplicity and $\langle p_T \rangle$ (this latter driven by radial flow) across collision energies are related in ideal hydrodynamics via the QCD equation of state. In fact, in terms of thermodynamic quantities, the multiplicity at midrapidity ($N_{ch}$) is proportional to the total entropy density ($s$), while the $\langle p_T \rangle$ scales as the mean energy per particle, therefore as $\epsilon/N_{ch} = \epsilon/s$, where $\epsilon$ is the total energy [138]. Therefore it follows [130]

$$\frac{d\langle p_T \rangle}{\langle p_T \rangle} = \frac{de}{\epsilon} - \frac{ds}{s} = P dN_{ch} \frac{dN_{ch}}{\epsilon N_{ch}}.$$  \hspace{1cm} (4.1)

The QCD equation of state is encoded in the ratio $P/\epsilon$.

4.2 Event and track selection

The full data sample of Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ (2.76) TeV collected by the ALICE detector in 2015 (2010), corresponding to an integrated luminosity of 12.7 (1.7) $\mu$b$^{-1}$ in the centrality range 0-80%, is analysed. The event and track selection follows the procedure explained in Sec. 2.3.1 and 2.3.3, respectively. Unidentified charged particles in the pseudorapidity range $|\eta| < 0.8$ and transverse momentum $0.2 < p_T < 50$ GeV/$c$ are
Figure 4.1: Percent change in rms eccentricity $\varepsilon_2$ (a) and triangularity $\varepsilon_3$ (b) between $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV, for several initial state models: MC-Glauber [19], Trento [139], MC-KLN [140] and MCrcBK [141].

Figure 4.2: Percentage change in hydrodynamic response $v_2/\varepsilon_2$ (a), $v_3/\varepsilon_3$ (b) and $\langle p_T \rangle$ (c) between $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV varying several model parameters: $\eta/s(T) = 0.08$, 0 (default $param_1$ from [137]), freeze-out temperature $T_{FO} = 150$ MeV (default 130 MeV), initial time of hydrodynamic phase $\tau_0 = 0.2$ fm/c (default 0.6 fm/c).
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Figure 4.3: Collision energy dependence of flow coefficients for different parametrizations of the temperature dependence of $\eta/s$ [131]. Top left: the different parametrizations of $\eta/s(T)$ employed in this study. Top right: the relative increase of $p_T$-integrated flow coefficients $v_2 - v_4$ between Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV for the different parametrizations. Bottom: ratios of flow coefficients at the different collision energies for the different parametrizations.
selected. Centrality is determined via the total energy deposited in the two V0 detectors, as explained in Sec. 2.3.2.

## 4.3 Systematic uncertainties

The systematic uncertainties are evaluated following the procedure explained in Sec. 3.5. Possible sources of systematic uncertainties that are investigated are:

- **track quality variables:**
  - number of TPC space points
  - $\chi^2_{\text{TPC}}$
  - $\chi^2_{\text{ITS}}$
  - fraction of shared TPC space points
  - ITS layers in which hits are required
- **particle charge**
- **event selection criteria:**
  - pile-up cuts
  - centrality determination
  - ALICE dipole magnet polarity
- **pseudorapidity-dependent detector effects:** POIs and RPs (defined in Sec. 3.1.1) from different $\eta$ regions (but fixed $|\Delta\eta|$, if relevant).

Additional sources of systematic uncertainties that are investigated and are found to be negligible include:

- reconstructed primary vertex position
- contamination from secondary particles
- uncertainties in estimating the efficiency

In addition to these and only for results at $\sqrt{s_{\text{NN}}}=5.02$ TeV, the following sources of uncertainties are investigated and are found to be negligible:

- variations in TPC and TOF calibration (different strategies were adopted for different parts of the dataset)
- space-charge distortions in the TPC
- variations in instantaneous luminosity
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<table>
<thead>
<tr>
<th>Source</th>
<th>$v_2$ 0.2-1</th>
<th>$v_2$ 1-4</th>
<th>$v_2$ 4-10</th>
<th>$v_3$ 0.2-1</th>
<th>$v_3$ 1-4</th>
<th>$v_3$ 4-10</th>
<th>$v_4$ 0.2-1</th>
<th>$v_4$ 1-4</th>
<th>$v_4$ 4-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>tracking</td>
<td>2%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>2%</td>
<td>1%</td>
<td>2%</td>
<td>6%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>particle charge</td>
<td>0.2%</td>
<td>0.2%</td>
<td>n.s.</td>
<td>1%</td>
<td>n.s.</td>
<td>n.s.</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>pile-up</td>
<td>0.4%</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>centrality determination</td>
<td>1%</td>
<td>n.s.</td>
<td>1%</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>magnet polarity</td>
<td>0.2%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>$\eta$-range POIs and RPs</td>
<td>0.3%</td>
<td>0.4%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>1%</td>
<td>2%</td>
<td>n.s.</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 4.1: Maximum value of the systematic uncertainties from each source for $v_2$, $v_3$ and $v_4$ in $p_T$ ranges (0.2-1, 1-4 and 4-10 GeV/c) in Pb-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV and centrality 20-30%.

The variations in track quality variables are chosen in order to reject around 10% less or more tracks, with respect to the default choice, for each variable. The number of variations tested is between 1 and 4 for each of the sources and are performed independently, i.e. possible correlations are ignored. Pile-up rejection criteria (described in Sec.2.3.1) are varied in order to require a better agreement between different multiplicity estimators from the central barrel and result in rejecting around 20% of the total data sample, with respect to the default choice.

The contributions of the aforementioned sources to the total systematic uncertainty of anisotropic flow coefficients $v_2$, $v_3$ and $v_4$ at $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV are reported in Tab. 4.1 and 4.2, respectively. Three $p_T$ ranges are shown: $0.2 < p_T < 2$ GeV/c, $2 < p_T < 4$ GeV/c and $4 < p_T < 50$ GeV/c, for the centrality range 20-30%. Little centrality dependence is observed in the systematic uncertainties. Higher harmonics ($v_5$, $v_6$), not reported here, closely follow $v_4$.

For $p_T > 10$ GeV/c ($4$ GeV/c) large statistical uncertainties on $v_2$-$v_4$ ($v_5$-$v_6$) prevent to reliably estimate the systematic ones. Systematic uncertainties in this $p_T$ range are therefore extrapolated from those at lower $p_T$, assuming a linear dependence of the uncertainties on $p_T$. Different assumptions on the functional dependency of the systematic uncertainties on $p_T$ result in similar extrapolated systematic uncertainties and the procedure is therefore judged to be robust enough. Overall, systematic uncertainties on $v_n$ are similar between $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV and mostly arise from the track selection criteria. A notable exception is observed to be the uncertainty on centrality determination, which is sizeable only for $v_2$ in Pb-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV. This is estimated to arise from a small deterioration of the energy resolution of the V0 detectors across the years. Higher harmonics, having a much weaker centrality dependence, are not expected to be affected by this uncertainty, as observed.

The systematic uncertainties of the ratios $v_n[5.02$ TeV]/$v_n[2.76$ TeV] are evaluated independently, in order to estimate and remove the sources of uncertainty that are correlated between datasets. Practically, this means to vary event and track selection criteria by the same amount in the analyses of both datasets and estimate the systematic uncertainties from the variations of the ratios. The contributions from the different sources are reported in Tab. 4.3 for the same $p_T$ ranges previously described. We note that a good fraction of the uncertainties arising from tracking are indeed correlated between the two datasets.
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<table>
<thead>
<tr>
<th>Source</th>
<th>$v_2$ 0.2-1</th>
<th>$v_2$ 1-4</th>
<th>$v_2$ 4-10</th>
<th>$v_3$ 0.2-1</th>
<th>$v_3$ 1-4</th>
<th>$v_3$ 4-10</th>
<th>$v_4$ 0.2-1</th>
<th>$v_4$ 1-4</th>
<th>$v_4$ 4-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>tracking</td>
<td>1.5%</td>
<td>1%</td>
<td>1%</td>
<td>4%</td>
<td>1%</td>
<td>1%</td>
<td>5%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>particle charge</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>0.2%</td>
<td>1%</td>
<td>n.s.</td>
<td>1%</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>pile-up</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>centrality determination</td>
<td>n.s.</td>
<td>0.2%</td>
<td>n.s.</td>
<td>1%</td>
<td>n.s.</td>
<td>1%</td>
<td>2%</td>
<td>n.s.</td>
<td>1%</td>
</tr>
<tr>
<td>magnet polarity</td>
<td>n.s.</td>
<td>0.2%</td>
<td>0.5%</td>
<td>1%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>n.s.</td>
<td>1%</td>
</tr>
<tr>
<td>$\eta$-range POIs and RPs</td>
<td>0.4%</td>
<td>0.2%</td>
<td>0.5%</td>
<td>1%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>n.s.</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 4.2: Maximum value of the systematic uncertainties from each source for $v_2$, $v_3$ and $v_4$ in 3 $p_T$ ranges (0.2-1, 1-4 and 4-10 GeV/c) in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV and centrality 20-30%.

<table>
<thead>
<tr>
<th>Source</th>
<th>$v_2$ 0.2-1</th>
<th>$v_2$ 1-4</th>
<th>$v_2$ 4-50</th>
<th>$v_3$ 0.2-1</th>
<th>$v_3$ 1-4</th>
<th>$v_3$ 4-50</th>
<th>$v_4$ 0.2-1</th>
<th>$v_4$ 1-4</th>
<th>$v_4$ 4-50</th>
</tr>
</thead>
<tbody>
<tr>
<td>tracking</td>
<td>1.2%</td>
<td>0.6%</td>
<td>0.8%</td>
<td>2%</td>
<td>1%</td>
<td>1%</td>
<td>5%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>particle charge</td>
<td>0.2%</td>
<td>0.2%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.4%</td>
<td>0.5%</td>
<td>1%</td>
<td>1%</td>
<td>n.s.</td>
</tr>
<tr>
<td>pile-up</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>centrality determination</td>
<td>0.9%</td>
<td>1%</td>
<td>1%</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>magnet polarity</td>
<td>n.s.</td>
<td>0.2%</td>
<td>0.8%</td>
<td>1%</td>
<td>0.8%</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>$\eta$-range POIs and RPs</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

Table 4.3: Maximum value of the systematic uncertainties from each source for the ratios of $v_2$, $v_3$ and $v_4$ in 3 $p_T$ ranges (0.2-1, 1-4 and 4-10 GeV/c) between Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV and centrality 20-30%.

and cancel out in the ratios, while the one on centrality determination, as expected from what discussed previously, is not.

4.4 Results

Figure 4.4 presents the centrality dependence of the flow coefficients $v_n$ ($n = 2, \ldots, 6$) averaged in the $p_T$ range $0.2 < p_T < 3.0$ GeV/c, where collective effects are expected to dominate azimuthal anisotropies. Measurements are performed with the two- and four-particle cumulant method, denoted with $v_n\{2, |\Delta \eta| > 1\}$ and $v_n\{4\}$, respectively. Results at both $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV are shown. A clear hierarchy is observed among flow coefficients, with the second harmonic (elliptic flow) being the dominant one and the higher harmonics progressively smaller. The centrality-averaged (0-50%) values of harmonics $v_3$-$v_6$ are decreasing as $v_{n+1}/v_n \sim 0.5$. In contrast to a strong increase in $v_2$ from central to mid-central collisions and a decrease after about 45% centrality towards peripheral collisions, a weak centrality dependence is observed for the higher harmonics. This holds true at both energies and is consistent with previous observations [134, 142]. The characteristic centrality dependence of the elliptic flow was observed already at RHIC energies [143]. Compared to previous measurements in the $p_T$ range $0.2 < p_T < 5$ GeV/c [142], the differences in $v_n$ coefficients arising from the different choice of $p_T$ range are of about 1% and 2% for $v_2$ and $v_3$-$v_6$, respectively.
Figure 4.4: Anisotropic flow coefficients $v_n$ of inclusive charged particles as a function of centrality, for the two-particle (denoted with $|\Delta \eta| > 1$) and four-particle cumulant methods. Measurements for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ (2.76) TeV are shown by solid (open) markers.
Table 4.4: $p$-values for the comparison among ratios of $v_n\{2,|\Delta \eta| > 1\}$ ($n = 2, 3, 4$) and $v_2\{4\}$ between $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV and model calculations using different parametrisations of $\eta/s(T)$ [131], shown in Fig. 4.5, and unity, in the centrality range 5-50%.

| $v_2\{2,|\Delta \eta| > 1\}$ | $v_2\{4\}$ | $v_3\{2,|\Delta \eta| > 1\}$ | $v_4\{2,|\Delta \eta| > 1\}$ |
|-----------------------------|-------------|-----------------------------|-----------------------------|
| $\eta/s = 0.2$              | 0.712       | 0.467                       | 0.467                       |
| $\eta/s(T)$ param1         | 0.645       | 0.357                       | 0.028                       |
|                             | 0.477       | 0.001                       | 0.001                       |
|                             | 0.484       | 0.003                       | 0.022                       |

4.4. RESULTS

Figure 4.5 shows the ratio of $v_n\{2,|\Delta \eta| > 1\}$ ($n = 2, 3, 4$) and $v_2\{4\}$ between $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV, i.e. the relative variation of these flow coefficients between those two energies. Since the systematic uncertainties of the measurements at different energies are partially correlated, the resulting systematic uncertainty on the ratio is reduced. All harmonics are observed to increase with energy, between about 2 and 10%. A hint of a centrality dependence is observed only for $v_2$ and $v_3\{2,|\Delta \eta| > 1\}$, between about 2 and 10%. A hint of a centrality dependence is observed only for $v_2$, with the increase growing slightly from mid-central towards more peripheral collisions. No significant difference is observed in the increase of $v_2$ measured with two- or four-particle correlations. Since the difference between $v_2\{2,|\Delta \eta| > 1\}$ and $v_2\{4\}$ is directly related to flow fluctuations, this observation suggests that the fluctuations of elliptic flow do not vary significantly between the two energies, within experimental uncertainties. This will be extensively investigated in Ch. 5. The ratios are compared to hydrodynamical calculations with EKRT initial conditions [14] and different parametrisations of the temperature dependence of $\eta/s$ [131]. The $p$-values for the comparison between data and models are also shown in Tab. 4.4. Among the two parametrisations that provide the best description of RHIC and LHC data [137], both are consistent with the measurements, except for $v_3\{2,|\Delta \eta| > 1\}$, albeit the one with constant $\eta/s = 0.2$ agrees slightly better. These comparisons take into account the correlation between systematic uncertainties of data points in different centrality intervals. This observation might indicate little or no temperature dependence of $\eta/s$ within the temperature range at which anisotropic flow develops at the two center of mass energies. As a reference, the $p$-values for the comparison between data and unity in the same centrality range (5-50%) are also reported in Tab. 4.4.

Figure 4.6 shows the $p_T$-differential measurements of $v_n$ ($n = 2, \ldots, 6$), with two- and four-particle cumulants, in the $p_T$ range $0.2 < p_T < 50$ GeV/c and in wide centrality bins, between 0% and 70%. The $p_T$ dependence is qualitatively similar for all harmonics: $v_n$ increases with increasing $p_T$ up to about 3–4 GeV/c, after which it starts decreasing. Comparing the different harmonics, they seem to follow the hierarchy observed in the $p_T$-integrated results in the whole $p_T$ range: $v_2 > v_3 > \ldots v_6$, except for very central collisions (0–5%), where $v_3\{2,|\Delta \eta| > 1\}$ is observed to be greater than $v_2\{2,|\Delta \eta| > 1\}$ for $p_T \geq 2$ GeV/c and $v_4\{2,|\Delta \eta| > 1\}$ is observed to be similar to $v_2\{2,|\Delta \eta| > 1\}$ for $p_T \geq 3$ GeV/c. In the centrality range 10–40% a significant non-zero value of $v_2\{2,|\Delta \eta| > 1\}$ and $v_2\{4\}$ is observed up to $p_T \approx 30$ GeV/c; for the higher harmonics, significant values are only measured for $p_T \leq 10$ GeV/c.

Looking at the $p_T$ dependence in more detail, the flow harmonics are found to follow
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Figure 4.5: Ratios of anisotropic flow coefficients $v_n$ of inclusive charged particles between Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ and 2.76 TeV, as a function of centrality. Hydrodynamic calculations employing different $\eta/s(T)$ parametrizations [131] are shown for comparison.
Figure 4.6: Anisotropic flow coefficients $v_n(p_T)$ of inclusive charged particles in different centrality classes, measured with two-particle (denoted with $|\Delta\eta| > 1$) and four-particle cumulant methods. Measurements for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ (2.76) TeV are shown by solid (open) markers. Dashed lines are fits with a power-law function $v_n(p_T) = A p_T^{n/3}$, with $A$ as free parameter.
an approximate power-law scaling up to around the maximum, with exponents being proportional to the harmonic number \( n \), \( v_n(p_T) \sim p_T^n/\beta \), as shown by the dashed fitted lines in Fig. 4.6. In ideal hydrodynamics, the \( p_T \) dependence of anisotropic flow for massive particles should follow a power-law function \( v_n(p_T) \sim p_T^n \) in the region of \( p_T/M \) up to order one, where \( M \) is the particle’s mass, and at higher momenta it has been predicted to be linear in \( p_T \) for all \( n \), \( v_n(p_T) \sim p_T \) [144, 145]. This \( p_T \) dependence is notably different from the one observed in the data. At very low \( p_T \) this is presumably because the relevant momentum region for inclusive particles, mostly pions, is below the range of our measurements, and at higher \( p_T \) ideal hydro is not expected to hold because of momentum dependent viscous corrections at freeze out [146] and/or non-linear mode mixing for \( n \geq 4 \) [147, 148]. The power-law dependence for \( n = 2 \) was noticed before and it was attributed to a novel energy loss mechanism [149], which however cannot explain the scaling observed for \( n > 2 \). The emergence of this simple power-law dependence remains unexpected and surprising.

Figure 4.7 shows the \( p_T \)-differential measurements of \( v_n \) \((n = 2, 3, 4)\) calculated with the scalar product method with respect to V0A, in different centrality intervals. The same \( p_T \) and centrality range as in Fig. 4.6 is shown. A significant \( v_2\{2, |\Delta \eta| > 2\} \) is observed up to \( p_T \approx 40 \text{ GeV}/c \) in the centrality range 10-40%. \( v_n\{2, |\Delta \eta| > 2\} \) and \( v_n\{2, |\Delta \eta| > 1\} \) \((n = 2, 3, 4)\) are found to be compatible within 2% in the \( p_T \) range \( 0.2 < p_T < 10 \text{ GeV}/c \), while a systematic difference \(( v_2\{2, |\Delta \eta| > 1\} > v_2\{2, |\Delta \eta| > 2\}) \) is observed for \( 10 < p_T < 50 \text{ GeV}/c \), ranging from about 3% in centrality 0-5% to about 10% in centrality 40-50%. This difference is attributed to small residual non-flow contributions which are suppressed by the larger pseudorapidity gap. Such an interpretation is consistent with the observed centrality dependence: the relative contribution of non-flow increases with decreasing multiplicities, therefore from central to peripheral collisions. Possible differences among \( v_n\{2, |\Delta \eta| > 1\} \) and \( v_n\{2, |\Delta \eta| > 2\} \) \((n = 2, 3, 4)\) arising from the decorrelation of event planes at different pseudorapidity intervals have been estimated to be less than 1% and 3% for \( v_2 \) and \( v_3-4 \), respectively, based on \( \eta \)-dependent factorization ratios [150] measured at \( \sqrt{s_{NN}} = 2.76 \text{ TeV} \) [47]. This estimation assumes that such decorrelation only depends on \(|\Delta \eta|\) and not \( \eta \) in the pseudorapidity range under consideration \((|\eta| < 5.1\)).

Figure 4.8 shows the ratios of \( p_T \)-differential \( v_n\{2, |\Delta \eta| > 1\} \) \((n = 2, 3, 4)\) and \( v_2\{4\} \) between \( \sqrt{s_{NN}} = 5.02 \) and 2.76 TeV, in different centrality intervals. Overall, the ratios are consistent with unity, indicating that \( p_T \)-differential anisotropic flow does not change significantly across collision energies and that the increase observed in the \( p_T \)-integrated values can be mostly attributed to an increase of \( \langle p_T \rangle \), as previously noted [142]. This observation is also consistent with little or no variation of \( \eta/s \) between the two collision energies, as already shown in Fig. 4.5. The possible variations in \( p_T \)-integrated values arising from the differences in the \( p_T \)-differential ones have been estimated to be less than 1%, by integrating \( v_n(p_T) \) at \( \sqrt{s_{NN}} = 5.02 (2.76) \text{ TeV} \) with charged particle spectra at 2.76 (5.02) TeV.

Figure 4.9 shows the comparison of \( p_T \)-differential flow measurements with different models, in three centrality intervals: 5–10% (top panel), 20–30% (middle panel) and 40–50% (bottom panel). At low \( p_T \) \((p_T < 2 \text{ GeV}/c)\), flow coefficients are expected to be mostly determined by the collective expansion of the system, which is commonly described by hydrodynamic models. The measurements are compared to three calculations, one
Figure 4.7: Anisotropic flow coefficients $v_n(p_T)$ of inclusive charged particles in different centrality classes, measured with the scalar product method with respect to the V0A $Q$-vector. Measurements for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ (2.76) TeV are shown by solid (open) markers.
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Figure 4.8: Ratios of anisotropic flow coefficients $v_n(p_T)$ of inclusive charged particles between Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ and $2.76$ TeV, in different centrality classes, measured with two-particle (denoted with $|\Delta \eta| > 1$) and four-particle cumulant methods.
employing IP-Glasma initial conditions [15] matched to the MUSIC viscous hydrodynamic code [132] and two calculations using iEBE-VISHNU viscous hydrodynamic code [133] with AMPT [151] or TRENTo [139] initial conditions. The parameters of TRENTo were tuned to reproduce previous measurements in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV [18]; with such tuning TRENTo has been shown [139] to effectively mimic IP-Glasma initial conditions and therefore the two calculations TRENTo+iEBE-VISHNU and IP-Glasma+MUSIC are expected to be based on similar initial conditions. All models employ initial conditions and therefore the two calculations TRENTo+iEBE-VISHNU and IP-Glasma initial conditions and therefore the two calculations TRENTo+iEBE-VISHNU and IP-Glasma+MUSIC are expected to be still in agreement. Overall, all models qualitatively describe the VISHNU overestimate the data, while those from AMPT-IC+iEBE-VISHNU are found to be in good agreement. For $1 < p_T < 2$ GeV/$c$ the predictions from IP-Glasma+MUSIC and TRENTo+iEBE-VISHNU overestimate the data, while those from AMPT-IC+iEBE-VISHNU are found to be still in agreement. Overall, all models qualitatively describe the $p_T$ dependence of flow coefficients in this low $p_T$ range.

At high $p_T$ ($p_T > 10$ GeV/$c$), azimuthal anisotropies are on the contrary expected to be determined by path-length dependent parton energy-loss. The measurements are compared to predictions from [153], which combine an event-by-event hydrodynamic description of the medium ($v$-USPhydro [154]) with a jet quenching model (BBMG [155]). Two sets of predictions for $v_2$ [2], $v_2$ [4] and $v_3$ [2], assuming a linear $(dE/dx \sim L)$ and a quadratic $(dE/dx \sim L^2)$ dependence of the energy loss on the path length $L$, are compared to data. Other parameters of the model, such as $\eta/s$, are expected to have a minor contribution within the presented centrality ranges [153]. For $v_2$ [2], $|\Delta \eta| > 2$, the linear case is compatible with the data, while the quadratic one can be excluded within 95% confidence level. For $v_3$ [2], $|\Delta \eta| > 2$, neither of the two sets of predictions can be excluded within uncertainties. Our results are found to be in good agreement with CMS data [61].

The evolution of the shape of $p_T$-differential $v_n$ coefficients with respect to centrality is investigated by calculating the ratios of $v_n(p_T)$ in a given centrality range and $v_n(p_T)$ in centrality 20–30%, normalised by the corresponding ratio of $p_T$-integrated $v_n$:

$$v_n(p_T)_{\text{ratio to 20-30%}} = \frac{v_n(p_T)}{v_n(p_T)_{[20-30\%]}} = \frac{v_n[20-30\%]}{v_n[0]}.$$ 

If the shape of $v_n(p_T)$ does not change with centrality, but only scales according to $\langle v_n \rangle$, $v_n(p_T)_{\text{ratio to 20-30%}}$ is identical to 1 in the full $p_T$ range. In order to reduce statistical fluctuations, a parametrisation of $v_n(p_T)_{[20-30\%]}$ fitted to data is employed. The results are shown in Fig. 4.10: deviations from unity up to about 10% are observed at low $p_T$ ($p_T < 3$ GeV/$c$) and up to about 30% at intermediate $p_T$ ($3 < p_T < 6$ GeV/$c$), where $v_n(p_T)$ reaches its maximum. These variations are observed to be larger for higher harmonics ($v_{n-4}$), in particular for central collisions. The effects due to a change in particle composition of the inclusive charged particle sample with centrality are estimated to be negligible. These deviations are attributed mostly to the combined effect of radial flow and parton density which, in the coalescence model picture [156], decrease from central to peripheral collision shifting the maximum of $v_n(p_T)$ from higher to lower $p_T$. At high $p_T$ ($p_T > 10$ GeV/$c$), results on $v_2$ [2], $|\Delta \eta| > 2$ are consistent with those at low $p_T$, suggesting a common origin of the centrality evolution of elliptic flow in the two regimes, presumably initial-state geometry and its fluctuations. This interpretation is consistent
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Figure 4.9: Anisotropic flow coefficients $v_n(p_T)$ of inclusive charged particles in different centrality classes, measured with two- and four-particle cumulant and scalar product methods with respect to the V0A $Q$-vector, for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV. Several hydrodynamic calculations [132, 133, 153] and previous measurements from CMS [61] are shown for comparison.
with the findings of [61]. The attribution of the scaling of $v_n(p_T)$ up to $p_T = 8$ GeV/c to initial-state geometries agrees with studies [157, 158] using the Event Shape Engineering technique [159] and $p_T$-dependent elliptic flow fluctuations [160]. Finally, the models using hydrodynamic calculations [133] and jet energy loss ones [153] are observed to be in good agreement with the $v_2$ data at low and high $p_T$, respectively.

At RHIC [161, 162] and LHC [163] it had been observed that the ratios of harmonics follow a power-law scaling, i.e. $v_n^{1/n} \sim v_m^{1/m}$, for semi-central and peripheral collisions up to about 6 GeV/c and independent of the harmonic $n$ and $m$. In order to test this scaling, we use the ratios $v_n/n/m$ which in practice are more sensitive than $v_n^{1/n} \sim v_m^{1/m}$. Figure 4.11 shows these ratios for $n = 3, 4$ and $m = 2, 3$, as a function of $p_T$. These ratios are indeed observed to be independent of $p_T$, in most of the $p_T$ range and for most centrality ranges, except for centrality 0–5%. Up to about the maximum of $v_n(p_T)$, the scaling is numerically related to, but actually significantly more precise than, the observed approximate power-law dependences $v_n(p_T) \sim p_T^{1/3}$ pointed out in Fig. 4.6. Surprisingly however, the scaling extends much further, in particular $v_3(p_T)/v_2(p_T)^{3/2}$ is constant to better than about 10%, out to the highest measured $p_T$ in excess of 10 GeV/c. The ratio $v_4(p_T)/v_2(p_T)^{4/3}$ shows stronger deviations at high $p_T$, starting at around the maximum of $v_2(p_T)$. A separation of $v_2$ into linear and non-linear components would be required to see if the $v_4/v_2$ scaling at low $p_T$, and/or its violations at high $p_T$, is related to the mode mixing, which is particularly strong for the 4th harmonic and at high $p_T$, or possibly also to quark coalescence [144, 164, 165].

As noted in the context of Fig. 4.6, the observed ratio scaling is not expected in ideal hydrodynamics. While not all viscous hydrodynamical models shown in Fig. 4.9 describe the data up to the highest $p_T$ very well, they all do exhibit the same power-law scaling in the ratio of harmonics over the $p_T$ range $0.5 < p_T < 3$ GeV/c, with a precision comparable to the one seen in the data, while they strongly deviate for $p_T < 0.5$ GeV/c. The scaling may be related to viscosity, as also postulated in [166, 167], in particular to the large and $p_T$-dependent viscous corrections appearing at hadronisation [146]. However, a harmonic number dependence of these viscous corrections which could reproduce the scaling observed in the data, has so far, to the best of our knowledge, never been quantitatively investigated.

Finally, the charged particle spectra at both energies and the $\langle p_T \rangle$ are shown in Fig. 4.12 and 4.13, respectively. We observe indeed an increase of $\langle p_T \rangle$ of around 4.5%, with no significant centrality dependence within uncertainties, which is consistent with expectations [130]. In Fig. 4.13, values of $\langle p_T \rangle$ derived from previous ALICE measurements [168] [169] are also reported, as a reference, and are observed to be consistent within uncertainties. A somehow worse agreement is observed at $\sqrt{s_{NN}} = 5.02$ TeV. We speculate this discrepancy to be mostly determined by the correction to particle composition in the Monte Carlo generators, which was introduce for the first time in the analysis of data at $\sqrt{s_{NN}} = 5.02$ TeV [169] and its contribution to reconstruction efficiency was estimated to be of around 2% near $\langle p_T \rangle$. The problem lies in the fact that Monte Carlo generators cannot yet correctly describe the yields of hyperons. Therefore, the relative abundances of different particle species within the inclusive charged particle sample are incorrect. Since the detector has different tracking efficiency for all these particle species, the efficiency for inclusive charged particles differ in Monte Carlo simulations and in data. A correction
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Figure 4.10: Ratios \( \frac{d\langle \eta/s\rangle}{d\Omega} \) for inclusive charged particles for Pb–Pb collisions at \( \sqrt{s_{NN}} = 5.02 \text{ TeV} \), in different centrality classes, measured with the scalar product method with respect to the V0A \( \Omega \)-vector. Hydrodynamic calculations [133, 133] are shown for comparison.
Figure 4.11: Ratios $v_n(p_T)/v_m(p_T)^{n/m}$, $n = 3, 4$, $m = 2, 3$ of inclusive charged particles for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$, in different centrality classes, measured with the scalar product method with respect to the V0A $Q$-vector. Dashed lines represent averages in $0.2 < p_T < 3$ GeV/c. The ratios are also shown for one hydrodynamic model [133] in the four most central centrality intervals; it is qualitatively similar in the other centrality intervals and for the other models.
4.5. DISCUSSION

$p_T$-integrated anisotropic flow of inclusive charged particles in Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV is observed to increase with respect to $\sqrt{s_{NN}} = 2.76$ TeV by 2-9%, according to the flow harmonic, with no or weak centrality dependence. This is attributed mostly to an increase of $\langle p_T \rangle$ of around 4.5%. The $p_T$ dependence of anisotropic flow is in fact observed to be unchanged between the two collision energies, within experimental uncertainties.

We hypothesize that the dominant mechanism at play is the increase of average energy density in the initial state, which is converted during the evolution of the system in radial flow, therefore increasing the average transverse momentum. At the same time, a possible variation of other physical quantities (initial state fluctuations, transport parameters) of
Figure 4.13: Solid markers: $\langle p_T \rangle$ of inclusive charged particles as a function of centrality for Pb-Pb collisions at $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV (top panel) and ratio of the measurements at the two energies (bottom panel). Open markers: values of $\langle p_T \rangle$ derived from previous ALICE measurements [168] [169].
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O(1%) cannot be excluded. In particular, concerning the temperature dependence of $\eta/s$, it was shown that these measurements alone are not sufficient to provide constraints. However, we argue that they might play an important role once included in a broader analysis of bulk observables, such as what was recently carried out at lower energies [18, 170].

The evolution of $v_n(p_T)$ with respect to centrality and harmonic number $n$ is also investigated. Flow coefficient of all harmonics are observed to follow an approximate power-law scaling of the form $v_n(p_T) \sim p_T^{n/3}$ in the $p_T$ range $0.2 < p_T < 3$ GeV/c. The ratios $v_n/v_m^n$ $n = 3, 4$ and $m = 2, 3$ are also observed to be independent of $p_T$ within the same $p_T$ range and show deviations of about 10% for $3 < p_T < 10$ GeV/c.

One final question that remains concerns the observed consistency of $v_n(p_T)$ at the two energies. An increase of radial flow, that we argue being responsible for the increase of $\langle p_T \rangle$, is expected to imply a difference in $v_n(p_T)$, although small, and it remains to be proven that such difference is consistent with the measurements. For that, we need to

1. have a functional description of $v_n(p_T)$, tuned on data at $\sqrt{s_{NN}} = 2.76$ TeV,
2. estimate how much radial flow increases between $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV and compute its effect on $v_n(p_T)$.

We will use the Retiere-Lisa Blast-Wave model [171], explained in Sec. 6.2, which provides a simplified description of bulk particle production in heavy-ion collisions consistent with boost invariant ideal hydrodynamics. For simplicity, we will discuss only $v_2$, being the flow harmonic subject to the smallest experimental uncertainties and, therefore, providing the most stringent limits, in the centrality range 20-30%.

For the first step, data on identified particle $(\pi^\pm, K^\pm, p)$ spectra [172] and elliptic flow [173] at $\sqrt{s_{NN}} = 2.76$ TeV is simultaneously fit with a Blast-Wave model (Fig. 4.14). The results of the fit are shown in tab.4.5. The inclusive charged particle elliptic flow $v_2(p_T)$ can then be computed as

$$v_2(p_T) = \frac{N^\pi(p_T)v_2^\pi(p_T) + N^K(p_T)v_2^K(p_T) + N^p(p_T)v_2^p(p_T)}{N^\pi + N^K + N^p},$$

where $N^i(p_T)$ is the yield of the particle species $i$.

For the second step, we will only use inclusive charged particle spectra at both energies$^1$. These are again fit with the Retiere-Lisa Blast-Wave model (Fig. 4.15), fixing $T_{fo}, \rho_2$ and $s_2$ to results at $\sqrt{s_{NN}} = 2.76$ TeV (Tab. 4.5) and keeping only $\rho_0$, which is directly related to radial flow, as a free parameter. The mass is set to the one of the pions, being the dominant species in the $p_T$ range under study. $\rho_0$ is observed to increase by around 2.3% between the two energies, corresponding to an increase in mean radial boost $\langle \beta_T \rangle$ of around 1%. We note that the Blast-Wave model is not suited to describe a sample of different particle species and therefore the results of this fit have to be taken with great care: we only want a reasonable estimate of the increase of radial flow and we leave further considerations aside.

$^1$The corresponding data on identified particles at $\sqrt{s_{NN}} = 5.02$ TeV is not yet available at the time of writing.
Figure 4.14: Blast-Wave fit to spectra [172] and elliptic flow [173] of $\pi^\pm$, $K^\pm$ and $p$ at $\sqrt{s_{NN}} = 2.76$ TeV. Only statistical uncertainties are shown. The range in which the lines are shown correspond to the fit range for each of the particle species.

<table>
<thead>
<tr>
<th>$T_{fo}$ (GeV)</th>
<th>$\rho_0$</th>
<th>$\rho_2$</th>
<th>$s_2$</th>
<th>$\chi^2$/NDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.105 ± 0.004</td>
<td>1.11 ± 0.01</td>
<td>0.09 ± 0.01</td>
<td>0.08 ± 0.01</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Table 4.5: Results of the Blast-Wave fit to spectra [172] and elliptic flow [173] of $\pi^\pm$, $K^\pm$ and $p$ at $\sqrt{s_{NN}} = 2.76$ TeV.

Finally, in order to estimate $v_n(p_T)$ at $\sqrt{s_{NN}} = 5.02$ TeV, we take the results of the fits at $\sqrt{s_{NN}} = 2.76$ TeV, we change $\rho_0$ accordingly and we compute $v_n(p_T)$. Figure 4.16 shows the results of this exercise and compare them to measurements of $v_2(2, \Delta \eta > 1)$. The estimates from the Blast-Wave model are found to be in agreement with data within $p_T < 1.3$ GeV/$c$. One can see that the variation of $v_2(p_T)$ is indeed expected to be of the order of 2% or less, with a clear dependence on $p_T$: positive for $p_T < 0.2$ GeV/$c$ and negative above. The measurements are consistent with this prediction and are even suggestive of such $p_T$-dependence, although the large uncertainties do not allow to draw conclusions.

We conclude that there is no tension between the interpretation of the variations of $p_T$-integrated flow coefficients as being mostly due to the increase of radial flow and the observed limits on the variations of $p_T$-differential flow coefficients.
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Figure 4.15: Blast-Wave fit to inclusive charged particle spectra at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV (see text for details).

Figure 4.16: Top panel: $v_n(p_T)$ of inclusive charged particles at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV (see text for details). Bottom panel: ratios of $v_n(p_T)$ at the two energies.
Chapter 5

Elliptic Flow Fluctuations

in collaboration with Alexandru Dobrin

5.1 Introduction

It is known that the magnitude of anisotropic flow fluctuates from collision to collision even for fixed centrality [174, 175, 176, 177, 134, 43]. This can be mostly attributed to fluctuations of initial-state spatial anisotropies, usually referred to concisely as initial-state fluctuations and quantified in terms of eccentricities $\varepsilon_n$, defined in Eq.1.4. For elliptic flow, the relation between $\varepsilon_2$ and $v_2$ is in fact linear, to first approximation [148]

$$v_2 = k_2 \varepsilon_2,$$

(5.1)

where the proportionality coefficient $k_2$ parametrises mostly the hydrodynamic response of the system. This holds true in the regime where collective effects dominate, $0 < p_T < 3$ GeV/c. Therefore, the study of elliptic flow fluctuations can be related directly to the study of initial-state ones, up to a certain precision, and can give insights into the non-perturbative QCD dynamics that determine them.

Concerning the functional description of initial-state fluctuations, several parametrisation of the underlying p.d.f. $P(\varepsilon_2)$ have been proposed. To first approximation, fluctuations are expected to be Bessel-Gaussian [178], i.e. the product of a modified Bessel function and a Gaussian function

$$P(\varepsilon_2) = \frac{\varepsilon_2}{\sigma_{2x}^2} \exp \left( -\frac{\varepsilon_2^2 + (\langle \varepsilon_{2x} \rangle)^2}{2\sigma_{2x}^2} \right) I_0 \left( \frac{\varepsilon_2 \langle \varepsilon_{2x} \rangle}{\sigma_{2x}^2} \right),$$

(5.2)

where $I_0$ is the modified Bessel function and $\langle \varepsilon_{2x} \rangle$ ($\sigma_{2x}$) refers to the average (standard deviation of the) eccentricity with respect to the reaction plane $\Psi_{RP}$ (see Sec. 1.4). Here and in the following, brackets $\langle \cdots \rangle$ indicate an average over a set of collisions. It has been pointed out that small deviations from a Bessel-Gaussian shape are to be expected independently from the details of initial-state fluctuations or, once considering $v_2$, of the hydro response [179, 180, 181, 182]. Evidences of such small deviations at the level of $v_2$ have indeed been previously reported [183]. These observations led to the proposal of a
different parametrisation of $P(\varepsilon_2)$, namely the Elliptic-Power distribution [179, 180]

$$P(\varepsilon_2) = 2\alpha \varepsilon_2 (1 - \varepsilon_2^2)^{\alpha-1} (1 - \langle \varepsilon_{2x} \rangle^2)^{\alpha+1/2} \frac{1}{\pi} \int_0^\pi (1 - \varepsilon_2 \langle \varepsilon_{2x} \rangle \cos \varphi)^{-2\alpha-1} d\varphi,$$

(5.3)

which allows for non-zero higher order central moments, e.g. skewness. Note that in the limit $\alpha \gg 1$ and $\langle \varepsilon_{2x} \rangle \ll 1$, Eq. 5.3 reduces to Eq. 5.2 and we can identify $\alpha = 1/\sqrt{2\sigma_{2x}}$. The Elliptic-Power distribution provides a good description of the fluctuations of $\varepsilon_2$ in several initial-state models [180], as shown in Fig. 5.1, and naturally satisfies the geometrical constraint $0 < \varepsilon_2 < 1$. It was also shown to correctly describe of $P(v_2)$ in a wide centrality range [184]. It is interesting to look at the assumptions under which the Elliptic Power distribution can be analytically derived [180]:

1. the energy density profile of the initial-state is a superposition of a number of point-like sources,
2. the positions of the sources are independent,
3. the distribution of the positions of the sources is a 2-dimensional Gaussian in the transverse plane.

While none of these apply exactly to the initial-state, we believe to correctly take it into account in initial-state models: sources have a finite size, they are correlated according to the geometry of the collision and their distribution is set by the details of the model itself. Still, the Elliptic Power distribution well describes $P(\varepsilon_2)$, irrespectively of the model, up to a centrality of about 70%. This suggests that the above set of assumptions effectively holds in describing initial-state spatial anisotropies in central and mid-central heavy-ion collisions.

Once considering elliptic flow fluctuations, two caveats are of order. First, it has been argued that in more peripheral collisions small deviations from the linear relation between $v_2$ and $\varepsilon_2$ (Eq. 5.1) are to be expected from the hydrodynamic evolution of the medium [184], whose contribution to the total $v_2$ can arrive up to about 10% at centrality 50% [185]. Such deviations can be parametrised with a cubic response coefficients $k'_2$, defined as

$$v_2 = k_2 \varepsilon_2 + k'_2 \varepsilon_2^3,$$

(5.4)

The estimation of $k'_2$ as a function of centrality in hydrodynamic models is shown in Fig. 5.2. The existence of a non-zero cubic response implies that the distribution of $v_2$ is not exactly homothetic to the distribution of $\varepsilon_2$. Secondly, it has been proposed that nonlinear hydrodynamic effects also invalidate Eq. 5.1, although their contribution was estimated to be of the order of 1% [184] in mid-central collisions. It remains to be studied if and how much other processes that take place during the system evolution, such as hadronic re-scatterings, have a sizeable effect on flow fluctuations.

A robust experimental method to quantify elliptic flow fluctuations is to measure $v_2$ with multi-particle cumulants, defined in Sec. 3.1.1, which have different sensitivities to the central moments of the underlying flow p.d.f.

$$v_2\{2\} = \sqrt{\langle v_{2x}^2 \rangle + \sigma_{2x}^2 + \sigma_{2y}^2},$$

(5.5)
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\[ v_2\{4\} \simeq \langle v_{2x} \rangle + \frac{\sigma_{2y}^2 - \sigma_{2x}^2}{2\langle v_{2x} \rangle} - \frac{s_1 + s_2}{\langle v_{2x} \rangle^2}, \]  
\[ v_2\{6\} \simeq \langle v_{2x} \rangle + \frac{\sigma_{2y}^2 - \sigma_{2x}^2}{2\langle v_{2x} \rangle^2} - \frac{\pi^2 s_1 + s_2}{\langle v_{2x} \rangle^2}, \]  
\[ v_2\{8\} \simeq \langle v_{2x} \rangle + \frac{\sigma_{2y}^2 - \sigma_{2x}^2}{2\langle v_{2x} \rangle^2} - \frac{7\pi s_1 + s_2}{\langle v_{2x} \rangle^2}. \]  

Here, \( v_{2x} \) refers to elliptic flow with respect to the reaction plane. Similarly, \( \sigma_{2x} \) and \( \sigma_{2y} \) are the standard deviation of elliptic flow with respect to the reaction plane and the one perpendicular to it, respectively, while \( s_1, s_2 \) are defined as

\[ s_1 = \langle (v_{2x} - \langle v_{2x} \rangle)^3 \rangle, \]  
\[ s_2 = \langle (v_{2x} - \langle v_{2x} \rangle)^2 \rangle^{-3/2}. \]  

A large difference between \( v_2\{2\} \) and \( v_2\{4\} \) and approximately equal values of the higher order cumulants \( \langle v_2\{4\}, v_2\{6\}, v_2\{8\} \rangle \) have been previously observed [186, 183], which is indeed consistent with an approximately Bessel-Gaussian flow p.d.f.. However, a fine-splitting of a few percent between the higher orders cumulants \( \langle v_2\{4\}, v_2\{6\}, v_2\{8\} \rangle \) has also been reported [183], which is thought to be determined by the residual deviations from Bessel-Gaussian shape and is also observed in hydrodynamic model calculations, see Fig. 5.3.

Deviations from a Bessel-Gaussian distribution are to first order described by a finite skewness. Its quantitative determination would therefore improve the characterization of these deviations. For dimensional reasons, it is convenient to use a standardized skewness \( (\gamma_1) \), defined as [182]

\[ \gamma_1 = \frac{\langle (v_{2x} - \langle v_{2x} \rangle)^3 \rangle}{\langle (v_{2x} - \langle v_{2x} \rangle)^2 \rangle^{3/2}} = \frac{s_1}{\sigma_{2x}^3}, \]  

A negative value of \( \gamma_1 \), which corresponds to \( P(v_2) \) being left skewed, is expected from the necessary condition \( \varepsilon_2 < 1 \), which acts as a right cutoff on \( P(\varepsilon_2) \) [180]. This can be easily seen in Fig. 5.1, top right panel: since \( \langle \varepsilon_2 \rangle > 0 \), because of the average ellipsoidal shape of the overlapping area between the colliding nuclei, and \( 0 < \varepsilon_2 < 1 \), \( P(v_2) \) cannot be symmetric around its mean and in particular will be left skewed. Moreover, \( \gamma_1 \) has been predicted to increase in absolute value from central to peripheral collisions [182], being roughly proportional to \( \langle v_{2x} \rangle \) and being inversely proportional to the square root of the system size [181]. Different initial-state models agree at least qualitatively with this expectation. The non-linear dependence between \( v_2 \) and \( \varepsilon_2 \), which becomes important in peripheral collisions, is expected to qualitatively enhance this trend, as previously shown in 5.3. \( \gamma_1 \) can be estimated from the fine-splitting between two- and multi-particle cumulants [182]:

\[ \gamma_1^{\text{exp}} = -6\sqrt{2}v_2\{4\}^2 \frac{v_2\{4\} - v_2\{6\}}{(v_2\{2\})^2 - v_2\{4\})^{3/2}}. \]
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Figure 5.1: (Color online) Distribution of $\varepsilon_2$ in Pb–Pb collisions at 2.76 TeV using the PHOBOS Monte Carlo Glauber [19] (panels (a) to (d)) and the IP-Glasma [15] (panels (e) to (h)) for four centrality bins (with decreasing centrality or increasing centrality percentile from left to right). Solid curves are fits using the Elliptic Power distribution, eq.5.3, dashed curves are fits using the Bessel-Gaussian distribution, eq. 5.2. Figure taken from [180].

It is noted as $\gamma_1^{\text{exp}}$ to underline that it does not exactly match the definition of $\gamma_1$ given in Eq. 5.11, although the two have been estimated to coincide within a few percents [182]. The derivation of Eq. 5.12 relies on a Taylor expansion of the generating function in powers of the moments, truncated at the order of the skewness. It is experimentally possible to test the validity of such approximation through the universal equality that implies [182]:

$$v_2\{6\} - v_2\{8\} = \frac{1}{11}(v_2\{4\} - v_2\{6\}). \tag{5.13}$$

The precision up to which this equality holds depends on the residual contribution of higher central moments of the flow p.d.f., e.g. the kurtosis, to the multi-particle cumulants.

Recent CMS results on non-Gaussian elliptic flow fluctuations [187] appeared during the writing of this dissertation. Numerical data are not yet available, but seem to be essentially compatible with our measurements.
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Figure 5.2: Response coefficients $k_2$ and $k'_2$, defined in Eq. 5.4, for Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, as a function of centrality. Markers: with fluctuating initial conditions, lines: with smooth initial conditions. Figure taken from [185].

Figure 5.3: Shaded band: ATLAS data for $v_{2\{6\}}/v_{2\{4\}}$ versus centrality [183]. Open symbols: hydrodynamic calculations. Full symbols: $\varepsilon_{2\{6\}}/\varepsilon_{2\{4\}}$. Figure taken from [182].
5.2 Event and track selection

The full data sample of Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ (2.76) TeV collected by the ALICE detector in 2015 (2010), corresponding to an integrated luminosity of 12.7 (1.7) $\mu$b$^{-1}$ in the centrality range 0-80%, is analysed. The event and track selection follows the procedure explained in Sec. 2.3.1 and 2.3.3, respectively. Unidentified charged particles in the pseudorapidity range $|\eta| < 0.8$ and transverse momentum $0.2 < p_T < 50$ GeV/$c$ are selected. Centrality is determined via the total energy deposited in the two V0 detectors, as explained in Sec. 2.3.2.

5.3 Systematic uncertainties

The systematic uncertainties are evaluated following the procedure explained in Sec. 3.5. The same sources of systematic uncertainties presented in Sec. 4.3 are investigated, varying track and event quality variables with the same procedure.

The contributions of the sources of systematic uncertainty to the total systematic uncertainty for the different multi-particle cumulants $c_2\{m\}$ and the corresponding flow coefficients $v_2\{m\}$ is very similar. For results at $\sqrt{s_{\text{NN}}} = 5.02$ TeV, the dominant ones are track quality variables and centrality determination. The same applies for results at $\sqrt{s_{\text{NN}}} = 2.76$ TeV, with slightly larger uncertainties from track quality variables and smaller ones from centrality determination. As discussed in Sec. 4.3, the larger uncertainties in centrality determination for results at $\sqrt{s_{\text{NN}}} = 5.02$ TeV are attributed to a deterioration of the energy resolution of the V0 detectors across the years. Little or no centrality dependence of the absolute value of systematic uncertainties is observed for results at both energies. Concerning the ratios $v_2\{n\}/v_2\{m\}$, the systematic uncertainties are greatly reduced, since they are strongly correlated between any given $v_2\{n\}$ and $v_2\{m\}$. The same applies for $\gamma_1^{\exp}$, which is a combination of different $v_2\{m\}$. As a refer-
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Figure 5.4 shows the integrated $v_2$ in the $p_T$ range $0.2 < p_T < 3 \text{ GeV}/c$ as a function of centrality, measured with two-, four-, six- and eight-particle cumulants at $\sqrt{s_{\text{NN}}} = 2.76$ and 5.02 TeV. The corresponding cumulants ($c_2\{2, 4, 6, 8\}$) are reported in Fig. 5.5. The centrality dependence is similar for all multi-particle cumulants and similar to what is shown in Fig. 4.4. The differences between $v_2\{2\}$ (shown in Fig. 5.4) and $v_2\{2, |\Delta \eta| > 1\}$ (shown in Fig. 4.4) are mostly attributed to non-flow contributions, which are suppressed in the case of results with a pseudorapidity gap. The possible differences arising from the decorrelation of event planes at different pseudorapidities are expected to be less than 1%, as explained in Sec. 4.4. Non-flow contributions in $v_2\{m\}$ ($m > 2$) have been previously found to be negligible [134, 186]. This is tested explicitly for $v_2\{4\}$ by correlating 2 tracks at $\eta < 1$ with 2 tracks at $\eta > 1$, i.e. by measuring a two-subevent four-particle cumulant [188] with a pseudorapidity gap of 0 ($|\Delta \eta| > 0$). No significant differences are observed.
Figure 5.5: Cumulants $c_2$ of elliptic flow of inclusive charged particles as a function of centrality, for the two-particle and multi-particle cumulant methods. Measurements for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ (2.76) TeV are shown by solid (open) markers.
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A fine-splitting of less than 1% is observed among $v_2\{4\}$, $v_2\{6\}$ and $v_2\{8\}$, as it can be seen from their ratios, shown in Fig. 5.6 for both collision energies. The ratios $v_2\{6\}/v_2\{4\}$ and $v_2\{8\}/v_2\{4\}$ at $\sqrt{s_{NN}} = 5.02$ TeV show a significant centrality dependence: the deviations of the ratios from unity is about 0.2% in central and increases up to about 1% for midcentral collisions. A further increase seems to be observed for more peripheral collisions, up to about 2% for centralities above 50%. This fine-splitting is consistent with non-Bessel-Gaussian behaviour of event-by-event flow fluctuations, as previously explained. These ratios are found to be independent from the choice of $p_T$ range within $0.2 < p_T < 3$ GeV/c, indicating that the characterization of flow fluctuations at low $p_T$ does not depend on $p_T$. Results at $\sqrt{s_{NN}} = 2.76$ TeV are found to be compatible, indicating that these ratios do not change significantly across collision energies. Compared to calculations [182] employing MC-Glauber initial conditions [19] and viscous hydrodynamics (v-USPhydro [154]) for Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, the ratios $v_2\{6\}/v_2\{4\}$ and $v_2\{8\}/v_2\{4\}$ are found to be compatible. A good agreement is found between the results at $\sqrt{s_{NN}} = 2.76$ TeV and ATLAS results on flow p.d.f. via a data-driven unfolding technique [183], as shown in Fig. 5.7.

Figure 5.8 shows the ratio between $v_2\{8\}$ and $v_2\{6\}$ at $\sqrt{s_{NN}} = 5.02$ TeV. A hint of a further fine-splitting between these two, of the order of 0.05%, is observed. The results suggest little or no centrality dependence within centrality 10-50%. This difference is
Figure 5.7: Ratios of elliptic flow coefficients $v_2\{4\}$, $v_2\{6\}$ and $v_2\{8\}$ as a function of centrality, at $\sqrt{s_{NN}} = 2.76$ TeV. Hydrodynamic calculations [182] and ATLAS measurements [183] are shown for comparison.
Figure 5.8: Ratio of elliptic flow coefficients $v_2\{8\}/v_2\{6\}$ of inclusive charged particles as a function of centrality.

also consistent with non-Bessel-Gaussian elliptic flow fluctuations, and can be attributed to different contributions of the skewness to these higher-order cumulants [182], see Eq. 5.7-5.8. Corresponding results at $\sqrt{s_{NN}} = 2.76$ TeV, here and in the following, are not shown because of the large statistical uncertainties. Figure 5.9 shows $v_2\{6\} - v_2\{8\}$ and $(v_2\{4\} - v_2\{6\})/11$ at $\sqrt{s_{NN}} = 5.02$ TeV: these two are observed to be in agreement, which demonstrates the validity of Eq. 5.13. This observation sets an upper limit of $4 \times 10^{-4}$ at 95% confidence level for possible contributions to multi-particle cumulants from higher moments of the flow p.d.f. (kurtosis and beyond) in the centrality range 10-50%. This estimate is obtained assuming Gaussian systematic uncertainties and summing them in quadrature with the statistical ones.

Figure 5.10 shows the measurement of the standardised skewness ($\gamma_1^{\exp}$) at $\sqrt{s_{NN}} = 5.02$ TeV as a function of centrality. To suppress non-flow contributions, the values of $v_2\{2, |\Delta\eta| > 1\}$ from Fig. 4.4 are used for $v_2\{2\}$ in Eq. 5.12. A negative value of the skewness, with a strong centrality dependence, is observed: $\gamma_1^{\exp}$ decreases from zero in central to about $-0.4$ in peripheral collisions. Compared to model calculations [182] for Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, the results are found to be compatible for the entire centrality range. This observation is consistent with the elliptic flow p.d.f. being progressively more left-skewed going from central to peripheral collisions. We attribute this feature to the combination of an increase in $\langle \varepsilon_2 \rangle$ and the geometrical constraint
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Figure 5.9: Differences of elliptic flow coefficients $v_2$ of inclusive charged particles between measurements with different multi-particle cumulant methods, as a function of centrality.
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Figure 5.10: Skewness of elliptic flow $\gamma_1^{\exp}$ of inclusive charged particles as a function of centrality, for Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV. Hydrodynamic calculations [182] for Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$ TeV are shown for comparison.

$0 < \varepsilon_2 < 1$, as previously argued.

In order to report the full p.d.f. of elliptic flow $P(v_2)$, which can be compared to previous experimental results and theoretical predictions, it is parametrised with the Elliptic Power distribution [179, 180]

$$P(v_2) = \frac{d\varepsilon_2}{dv_2} P(\varepsilon_2) = \frac{1}{k_2} P \left( \frac{v_2}{k_2} \right) = \frac{2\alpha v_2}{\pi k_2^2} (1 - \varepsilon_0^2)^{\alpha+1/2} \int_0^\pi \frac{(1 - v_2^2/k_2^2)^{\alpha-1}}{(1 - v_2 \varepsilon_0 \cos \varphi/k_2)^{2\alpha+1}} d\varphi,$$

and its three free parameters ($\alpha$, $\varepsilon_0$ and $k_2$) are extracted from fits to the elliptic flow cumulants $c_2\{2, |\Delta\eta| > 1\}$ and $c_2\{m\}$ ($m = 4, 6, 8$) at $\sqrt{s_{\text{NN}}} = 5.02$ TeV. The parameter $\alpha$ quantifies the magnitude of elliptic flow fluctuations, $\varepsilon_0$ the mean eccentricity in the reaction plane and $k_2$ is the proportionality coefficient between initial-state eccentricity and $v_2$ coefficient: $v_2 = k_2 \varepsilon_2$. The relation between cumulants and Elliptic Power parameters is given by [180]

$$c_2\{2\} = k_2^2 (1 - f_1), \quad (5.15)$$
$$c_2\{4\} = -k_2^4 \left(1 - 2 f_1 + 2 f_1^2 - f_2\right), \quad (5.16)$$
$$c_2\{6\} = k_2^6 \left(4 + 18 f_1^2 - 12 f_1^2 + 12 f_1 (3 f_2 - 1) - 6 f_2 - f_3\right), \quad (5.17)$$
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Figure 5.11: Elliptic power parameters $k_2$, $\alpha$ and $\varepsilon_0$ as a function of centrality, for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, extracted from measurements of $v_2$ of inclusive charged particles with two-particle and multi-particle cumulant methods.

\[
c_2\{8\} = - k_2^2 (33 - 288 f_1^3 + 144 f_1^4 - 66 f_2 + 18 f_2^2 - 24 f_1^2 (-11 + 6 f_2) \\
- 12 f_3 + 4 f_1 (-33 + 42 f_2 + 4 f_3) - f_4) \quad (5.18)
\]

where

\[
f_k \equiv \langle (1 - \varepsilon_n^2)^k \rangle = \frac{\alpha}{\alpha + k} (1 - \varepsilon_n^2)^k \ _2F_1 \left( k + \frac{1}{2}, k; \alpha + k + 1, \varepsilon_0^2 \right) \quad (5.19)
\]

and $\ _2F_1$ is the hypergeometric function. The goodness of the fits is evaluated analysing the normalised residual distributions, which were found to be compatible with Gaussian distributions in most centrality bins according to a Kolmogorov-Smirnov test [189, 190]. The parameters extracted from the fits are shown in Fig. 5.11, as a function of centrality. The systematic uncertainties are assigned varying the fit ranges and initial values of the parameters and shifting the data points according to the corresponding systematic uncertainties. An additional source of uncertainty, which is investigated, is a possible cubic response coefficient $k'_2$, defined as $v_2 = k_2 \varepsilon_2 + k'_2 \varepsilon_2^3$. This coefficient is introduced to quantify the possible increase of flow fluctuations that the hydrodynamic expansion of the medium introduces with respect to geometrical fluctuations in the initial state and was argued to be non-zero in mid-central and peripheral collisions due to general properties of the hydrodynamic phase [185]. In particular, $k'_2$ is expected to be $\leq 0.15$ in the centrality range 0-60% (Fig. 5.2). The residual differences in $\alpha$, $\varepsilon_0$ and $k_2$ when including $k'_2$ as an additional free parameter are considered in the systematic uncertainties. The statistical uncertainties are evaluated using the subsampling method: the analysed dataset is divided into 10 sub-samples and $c_2\{m\}$ is measured in each of them. The Elliptic Power parameters are then extracted in each subsample and their dispersion is used to estimate the statistical uncertainties.

The resulting p.d.f., scaled by the mean of $P(v_2)$ ($\langle v_2 \rangle$), is reported in Fig. 5.12, for the centrality intervals 5-10%, 25-30% and 45-50%. Other centralities intervals are shown in Fig. 5.13-5.15. Scaling by $\langle v_2 \rangle$ allows a comparison of our data with results by the ATLAS collaboration [157] obtained in different $p_T$ ranges via a data-driven unfolding technique. The observed agreement is also consistent, as previously noted, with elliptic flow fluctuations at low $p_T$ not depending on $p_T$ and not changing significantly between collision energies, except for the trivial increase in $p_T$-integrated $v_2$ due to the change in
Discussion

A fine-splitting is observed among the flow coefficients estimated with different multi-particle cumulants $v_2\{m\} \ (m = 2, 4, 6, 8)$ of inclusive charged particles in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ and 2.76 TeV. Its origin is attributed to the non-Gaussian nature of elliptic flow fluctuations, that is expected to arise mostly from geometrical constraints to initial-state fluctuations. We observe no significant energy or $p_T$ dependence of this fine-splitting within the $p_T$ range under consideration ($0.2 < p_T < 3 \text{ GeV}/c$) and we find the data to be in good agreement with previous measurements at 2.76 TeV.

From a combination of $v_2\{m\} \ (m = 2, 4, 6, 8)$, we extract a measurement of the skewness $\gamma_{\text{exp}}$ of elliptic flow fluctuations and we find it to be in agreement with the general expectations: it is negative and decreasing from central to peripheral collisions. Compared with predictions from hydrodynamical models, it is found to be in good agreement.

In order to report the full elliptic flow p.d.f. $P(v_2)$, we choose to parametrise it with the Elliptic Power distribution, Eq. 5.14, and we extract its free parameters ($\alpha, \varepsilon_0$ and $k_2$) from fits to elliptic flow coefficients $v_2\{m\} \ (m = 2, 4, 6, 8)$, according to Eq. 5.15-5.18. Also for these results, the data show no significant $p_T$ dependence, if not for a trivial increase in $\langle v_2 \rangle$, at low $p_T$ and are found to be in good agreement with previous measurements at 2.76 TeV. It is worth to note that these latter were obtained with a different method, namely a data-driven unfolding technique, and with a different detector. The observed agreement with the present results therefore constitutes an important experimental validation of both measurements of $P(v_2)$.

Concerning the comparison with hydrodynamic model calculations, those employing IP-Glasma initial conditions, either fully modelled or with effective descriptions, such as Trento, favor the data as far as statistical uncertainties allow to tell. This might suggest that such model provides the best description of initial-state fluctuations. However, we also know that the hydrodynamic evolution has a small but sizable effect on elliptic flow fluctuations, and estimates will depend on the details of the hydrodynamic model itself (numerical implementation, input parameters such as $\eta/s$). In model calculations, e.g. those in [133], the hydrodynamic response is tuned to match the measured $\langle v_2 \rangle$ differently for each initial-state model and therefore its relative contribution to flow fluctuations differs. In other words, the contributions of initial-state fluctuations and hydrodynamic evolution are convoluted and we find it hard to decouple them from an analysis of $P(v_2)$ distributions alone, making it difficult to discriminate among initial-state models. However, we argue that these results might play an important role in this regard once included in a broader analysis of bulk observables, as discussed in the context of the results of Ch. 4.
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Figure 5.12: Elliptic flow p.d.f. $P(v_2)$ rescaled by the mean $v_2 \langle (v_2) \rangle$ of inclusive charged particles for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, in different centrality classes. Several hydrodynamic calculations [132, 133] and previous measurements from ATLAS [157] at lower energies are shown for comparison.
Figure 5.13: Elliptic flow p.d.f. $P(v_2)$ rescaled by $\langle v_2 \rangle$ in the centralities intervals 0-5%, 10-15% and 15-20% for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV.
Figure 5.14: Elliptic flow p.d.f. $P(v_2)$ rescaled by $\langle v_2 \rangle$ in the centralities intervals 20-25%, 30-35% and 35-40% for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV.
Figure 5.15: Elliptic flow p.d.f. $P(v_2)$ rescaled by $\langle v_2 \rangle$ in the centralities intervals 40-45%, 50-55% and 55-60% for Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV.
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Chapter 6

Charge Correlations and Flow Fluctuations

from an idea of Sergei Voloshin,
in collaboration with Alexandru Dobrin

6.1 Introduction

In this chapter, we investigate the dependence of some observables sensitive to the Chiral Magnetic Effect (CME) on the fluctuations of elliptic flow. In particular, we study how the background and the signal in such observables are expected to change as a function of the strength of the elliptic flow, on an event-by-event basis, and we use the differences to estimate their relative contribution.

As introduced in sec.1.5, the searches for the Chiral Magnetic Effect (CME) in Heavy–Ion collisions have mostly been based on the charge-dependent 2- and 3-particle correlators $\delta_{\alpha\beta}$ and $\gamma_{\alpha\beta}$ [93]

$$
\delta_{\alpha\beta} = \langle \cos(\varphi_\alpha - \varphi_\beta) \rangle, \\
\gamma_{\alpha\beta} = \langle \cos(\varphi_\alpha + \varphi_\beta - 2\Psi_{RP}) \rangle,
$$

where $\alpha, \beta = \pm$ refer to charge. The reaction plane $\Psi_{RP}$ is not experimentally accessible and is approximated with the second-order event plane $\Psi_2$, which can be reconstructed from the azimuthal particle distribution

$$
\Psi_n = \frac{1}{n} \text{atan2} \left( \frac{\text{Im} Q_n}{\text{Re} Q_n} \right),
$$

where the $Q$-vector is defined in Eq. 3.2-3.3. This is why $\gamma_{\alpha\beta}$ is effectively a 3-particle correlator. If one defines a CME signal $a_1$ in the azimuthal distribution of particles as in Eq. 1.8, it is clear that such correlators, in the absence of background, are proportional to

$$
\delta_{\alpha\beta} = \langle v_{1,\alpha} v_{1,\beta} \rangle + \langle a_{1,\alpha} a_{1,\beta} \rangle, \\
\gamma_{\alpha\beta} = \langle v_{1,\alpha} v_{1,\beta} \rangle - \langle a_{1,\alpha} a_{1,\beta} \rangle.
$$
Assuming $a_{1,+} = -a_{1,-}$ and the directed flow $v_1$ to be charge-independent, one would expect the difference between same- and opposite-charge pair correlators $\Delta \gamma$ and $\Delta \delta$ to be exactly equal to the CME signal, with the two correlators having same magnitude and opposite sign

$$\Delta \delta = \delta_{\pm \mp} - \delta_{\pm \pm} = -2\langle a_1^2 \rangle,$$

$$\Delta \gamma = \gamma_{\pm \mp} - \gamma_{\pm \pm} = 2\langle a_1^2 \rangle.$$

The presence of a CME signal would have a clear signature in terms of the differences between these correlators: $\delta_{\pm \mp} = \gamma_{\pm \pm} < 0$, $\delta_{\pm \mp} = \gamma_{\pm \pm} > 0$. Previous measurements at RHIC [191, 192, 193, 194] and LHC [195] showed to be only partially in agreement with the expectations, proving that sources of background are undoubtedly present and raising the question of how much they actually contribute to these observables. Recent studies [196] that compared $\delta_{\alpha \beta}$ and $\gamma_{\alpha \beta}$ in peripheral Pb–Pb collisions and central p–Pb ones, where no or small CME signal is expected [197, 198], suggest that the background contribution is indeed dominant. The possible sources of background are believed to be both charge-independent, such as momentum conservation [94, 95] and directed flow fluctuations [46], and charge-dependent, such as Local Charge Conservation (LCC) [96, 94]. This latter, in particular, does not cancel in the difference between same- and opposite-charge pair correlators and is therefore expected to be the dominant source of background in $\Delta \gamma$ and $\Delta \delta$ [97]. Because of this, here and in the following, we focus on the study of LCC.

In a heavy-ion collision, electric charge is conserved; this is true both globally, which is trivial, and, up to a certain extent, locally in phase-space ($\varphi$, $\eta$, $p_T$). In fact, the majority of quarks are produced during the evolution of the system through multiple parton-parton interactions, each of which preserves electric charge. Therefore, correlations in phase-space between $n$-tuples of oppositely-charged quarks (with $n = 2, 4, 6 \ldots$) are to be expected simply from the common origin of such $n$-tuples, irrespectively of the details of the production mechanism. Such correlations are modified by the collective evolution of the system and by hadronization, but essentially propagate to final-state particles. One would then expect the azimuthal correlations due to LCC to be stronger for opposite-charge pairs than for same-charge pairs. In terms of correlators, this translate into a positive contribution to both $\Delta \delta$ and $\Delta \gamma$, which, contrary to the CME hypothesis, is qualitatively consistent with measurements (in particular with the positive sign of both $\Delta \delta$ and $\Delta \gamma$). The LCC background cannot be estimated and subtracted by means of Monte Carlo (MC) event generators, as it is usually done in high-energy particle physics, since the precision to which they are able to reproduce this mechanism is inadequate for practical purposes. This can be seen, for instance, in the studies of balance functions, both at RHIC [199, 200] and LHC [201, 202], which are sensitive to the strength of LCC-induced correlations and were shown to be poorly reproduced by common MC generators, such as HIJING [126] and AMPT [151]. Therefore, alternative methods were proposed to decouple background and signal contributions to $\delta_{\alpha \beta}$ and $\gamma_{\alpha \beta}$, one of which exploits the differences in the dependence on elliptic flow $v_2$ of these two.

Event-Shape-Engineering (ESE) [159] is an experimental technique that allows to select events with higher or lower average values of $v_2$ in a given centrality class [158, 203], or, in other words, to classify events according to the strength of $v_2$. This corresponds to selecting events with higher or lower initial-state eccentricity $\varepsilon_2$ for a given impact param-
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Figure 6.1: Comparison between the effect of the event-shape selection obtained with different detectors, for Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV in the centrality class 30–40%. Figure taken from [158].

Parameter, since to first approximation $v_2$ is proportional to $\varepsilon_2$ (see Sec. 5.1). The classification is based on the magnitude of the second-order reduced flow vector $q_2$ [121], defined as

$$q_2 = \frac{|Q_2|}{\sqrt{M}}, \quad (6.8)$$

where $Q_2$ is the flow vector of the second harmonic and $M$ is the multiplicity of the particles with which $Q_2$ is constructed. $q_2$ is used as a proxy for the magnitude of $v_2$ in a given event. In order to avoid trivial auto-correlations and the effects of non-flow, it is sufficient to impose a pseudorapidity gap of 1 unit or more between the tracks used to compute $q_2$ and those used to measure $v_2$ itself (or the observable of choice in a given ESE class) [158]. The discriminating power of $q_2$ depends mostly on the resolution of the detectors with which it is estimated. The effects of ESE classification can be seen in Fig. 6.1: changes on $\langle v_2 \rangle$ up to about 20% with respect to the unbiased sample can be obtained, with the effect being mostly independent of $p_T$.

The application of ESE on the CME correlators allows to study their dependence on the magnitude of $v_2$, for a fixed centrality. The interest lies mostly on $\gamma_{\alpha\beta}$, which quantifies the correlation of charges with respect to the second order event plane $\Psi_2$ and is experimentally defined as

$$\gamma_{\alpha\beta} = \frac{\cos(\varphi_\alpha + \varphi_\beta - 2\Psi_2)}{\text{Res}(\Psi_2)}. \quad (6.9)$$
The event-plane resolution $\text{Res}(\Psi_2)$ can be calculated from the correlations between $\Psi_2$ determined with different detectors [117]. It is expected that the correlation between the charge azimuthal distribution due to LCC and $\Psi_2$, which determines the background contribution in $\gamma_{\alpha\beta}$, is modulated by elliptic flow. This comes from two combined mechanisms. Firstly, charged tracks parallel to $\Psi_2$ (i.e. in-plane) are more correlated in $\Delta \varphi$ than those perpendicular to it (i.e. out-of-plane), because of the stronger collective expansion experienced by the former (Fig. 6.2, left). Secondly, for a given charged track it is more likely to find a balancing partner, i.e. another charged track with opposite charge, in-plane than out-of-plane (Fig. 6.2, right) [97]. The degree to which these mechanisms affect charge-dependent correlators depends on the magnitude of $v_2$. Therefore, the background contribution in $\gamma_{\alpha\beta}$ can be effectively changed with the use of ESE.

![Image](image_url)

Figure 6.2: Charge-dependent azimuthal correlations due to LCC (see text). Figure adapted from [97].

The ALICE and CMS collaborations were the first to perform such measurements [204, 206] and reported, consistently with each other, a linear dependence of the form $\Delta \gamma \approx a \langle v_2 \rangle$, while $\Delta \delta$ was observed to be approximately independent of $\langle v_2 \rangle$ (Fig. 6.3 and 6.4). The proportionality coefficient $a$ was also observed to increase from central to peripheral collisions. Given the experimental results, the questions that follow are:

1. how do the background and, possibly, the signal in $\gamma_{\alpha\beta}$ depend on the magnitude of $v_2$?

2. can we use this information to decouple the two?

The dependence of background in $\gamma_{\alpha\beta}$ and $\Delta \gamma$ on the magnitude of $v_2$ is investigated in Sec. 6.2. We assume LCC as being the dominant source, we parametrise it with a toy MC and we estimate its contribution to the CME correlators. While quantitatively we do not expect these estimates to be realistic, since the actual strength of LCC-induced correlations is presumably determined by the convolution of a number of effects, as discussed earlier, we do consider the model realistic enough to discuss the dependence of the background contribution to $v_2$. 
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Figure 6.3: Centrality dependence of $\gamma_{\alpha\beta}$ (top) and $\delta_{\alpha\beta}$ (bottom) for pairs of particles with same and opposite charge for event-shape selected and unbiased events. Figure taken from [204].
Figure 6.4: Top: $\Delta \gamma$ as a function of $v_2$ for event-shape selected events together with a linear fit (dashed lines) for various centrality classes. Bottom: $\Delta \gamma$ multiplied by the charged-particle density [92] as a function of for shape selected events for various centrality classes. Figure taken from [204].
In Sec. 6.3 we investigate the dependence of the CME signal in $\gamma_{\alpha\beta}$ and $\Delta\gamma$ on $v_2$. We hypothesize the (de-)correlation between the magnetic field and the event planes to be the main source of this dependence. We then use several initial-state models to estimate this effect. Finally, we use these results to estimate the relative contribution of signal and background in the measured $\Delta\gamma$ and discuss its implications.

6.2 Background

We use a Monte Carlo Blast-Wave (BW) model based on a simplified version of the Retiere and Lisa (RL) model \[171]. In constructing this model, we follow to a large extent the prescriptions of a previous study on LCC \[97]. The BW model parametrises the coordinate and momentum configuration of the produced particles at the kinetic freeze-out. The shape of the system at the freeze-out is described by an ellipse, in the transverse direction, with the major axis aligned with the reaction plane, while boost-invariance is assumed along the beam direction. The shape of the ellipse is set by the length of its axes ($R_{x,y}$), which are related to its eccentricity $\varepsilon_2$ (or, equivalently, its azimuthal density variation $s_2$ \[205\]) via:

$$\varepsilon_2 \equiv \frac{R_y^2 - R_x^2}{R_y^2 + R_x^2}, \quad s_2 \equiv \frac{1}{2} \left( \frac{R_y}{R_x} \right)^2 - 1 \left( \frac{R_y}{R_x} \right) + 1. \quad (6.10)$$

Particles’ initial positions in the transverse plane (called sources in the following) are uniformly distributed within the system. The particles’ momenta are first sampled from a Maxwell-Boltzmann distribution, according to the system temperature at the freeze-out ($T$), with isotropic directions. The particles are then boosted along the direction normal to the surface of the system (Fig. 6.5). The azimuthal angle of the boost direction ($\phi_b$) is related to the source one ($\phi_s$) by

$$\tan(\phi_s) = \frac{R_y^2}{R_x^2} \tan(\phi_b). \quad (6.11)$$

The magnitude of the boost ($\beta_b$) depends on the source azimuthal angle and radius

$$\beta_b = \tilde{r}_s(r_s, \phi_s)^{\alpha} \cdot (\rho_0 + \rho_2 \cos(2\phi_b) + \rho_4 \cos(4\phi_b)), \quad (6.12)$$

where the reduced system radius ($\tilde{r}_s$) is defined as

$$\tilde{r}_s(r_s, \phi_s) = \sqrt{\left( \frac{r_s \cos(\phi_s)}{R_x} \right)^2 + \left( \frac{r_s \sin(\phi_s)}{R_y} \right)^2}. \quad (6.13)$$

The coefficients $\rho_0$, $\rho_2$ and $\rho_4$ parametrise, respectively, radial, elliptic and quadrangular flow. The exponent $\alpha$ relates the strength of the boost to the reduced system radius, i.e. it parametrises the dependency of the radial flow on the position of the source in the system volume. The total number of particles generated in one event is constant and it is set by the charged particle multiplicity $M$. 
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Figure 6.5: Schematic illustration of the source in a BW model, with $R_y > R_x$. Arrows represent the direction and magnitude of the flow boost. Figure from [171].

The kinematic range of charged tracks is set as the one of ALICE experiment ($|\eta| < 1$, $p_T > 0.2$ GeV/c); we verified that this choice has little effect on the results, if not for a trivial variation of $\langle v_2 \rangle$ due to $\langle p_T \rangle$. The parameters $T$, $\gamma$, $\rho_0$, $\rho_2$, $\rho_4$, and $\varepsilon_2$ are first tuned to give a reasonable estimate of $p_T$-differential elliptic flow $v_2(p_T)$ and charged particle spectra $dN/dp_T$, in different centrality classes, up to centrality 50% (Fig. 6.6). The track multiplicity $M$ corresponds to the measured charged particle multiplicity at midrapidity $\langle N_{ch} \rangle_{|\eta|<1}$ [92]. We estimate that for the purposes of this study the agreement with experimental results is reasonable enough.

LCC is implemented assuming that $n$ particles of opposite charge are generated for each source. Tracks are isotropically distributed in the reference frame of the source and they are all boosted in the laboratory frame according to the source position. The common boost determines their correlation in phase-space and thus the strength of LCC background. The contribution of LCC background in charge-dependent correlators grows with increasing number of balancing charges per source ($n$) and with the strength of the boost, which parametrizes the effect of the collective expansion; on the contrary, it decreases with increasing multiplicities ($M$), as this acts as a dilution factor. While $M$ and the collective expansion can be constrained with experimental data, $n$ is a priori undetermined. In the following, we choose $n = 8$, as we observe it results in reasonable values of $\Delta \delta$ and $\Delta \gamma$. We observe that while all charge-dependent correlators scale with $n$, their dependence on $v_2$, which is the aim of this study, is not affected.
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## Table 6.1: Parameters of the BW model in several centrality ranges.

<table>
<thead>
<tr>
<th>Centrality</th>
<th>$T$</th>
<th>$\alpha$</th>
<th>$\rho_0$</th>
<th>$\rho_2$</th>
<th>$\rho_4$</th>
<th>$\varepsilon_2$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-10%</td>
<td>0.112</td>
<td>0.36</td>
<td>0.930</td>
<td>0.008</td>
<td>0.0016</td>
<td>0.096</td>
<td>1294</td>
</tr>
<tr>
<td>10-20%</td>
<td>0.100</td>
<td>0.38</td>
<td>0.935</td>
<td>0.013</td>
<td>0.0011</td>
<td>0.130</td>
<td>966</td>
</tr>
<tr>
<td>20-30%</td>
<td>0.099</td>
<td>0.42</td>
<td>0.938</td>
<td>0.015</td>
<td>0.0009</td>
<td>0.172</td>
<td>649</td>
</tr>
<tr>
<td>30-40%</td>
<td>0.098</td>
<td>0.45</td>
<td>0.940</td>
<td>0.016</td>
<td>0.0007</td>
<td>0.204</td>
<td>426</td>
</tr>
<tr>
<td>40-50%</td>
<td>0.095</td>
<td>0.45</td>
<td>0.942</td>
<td>0.016</td>
<td>0.0006</td>
<td>0.224</td>
<td>261</td>
</tr>
</tbody>
</table>

The second-order event plane $\Psi_2$ is calculated in the same kinematic range of the charged particles, i.e. the effects of short-range (in $\Delta \eta$) LCC-induced correlations are included. The charge-dependent correlators are then corrected for the corresponding event plane resolution. In order to distinguish between the two possible definitions of $\gamma_{\alpha\beta}$, in the following we will note them as

$$
\gamma_{\alpha\beta}\{\Psi_{\text{RP}}\} = \langle \cos(\phi_a + \phi_b - 2\Psi_{\text{RP}}) \rangle,
$$

(6.14)

$$
\gamma_{\alpha\beta}\{\Psi_2\} = \langle \cos(\phi_a + \phi_b - 2\Psi_2) \rangle.
$$

(6.15)

Measurements of these correlators as a function of centrality are reported in Fig.6.7-6.9. Model parameters in the different centrality classes are reported in Tab. 6.1. We observe both $\delta_{\alpha\beta}$ and $\gamma_{\alpha\beta}\{\Psi_{\text{RP}}\}$ to increase going from central to peripheral collisions, due to the combined effect of decreasing multiplicities and increasing $\langle v_2 \rangle$ (Fig. 6.7 and 6.8, left panels). At the same time, the values of opposite-charge pair correlators are systematically larger than those of same-charge pair correlators, as expected, and their difference ($\Delta \delta$, $\Delta \gamma\{\Psi_{\text{RP}}\}$) increases going from central to peripheral collisions (Fig. 6.7 and 6.8, right panels). These observations are qualitatively consistent with experimental measurements. The same conclusions apply for $\gamma_{\alpha\beta}\{\Psi_2\}$ (Fig. 6.9). However, we also note that $\gamma_{\alpha\beta}\{\Psi_2\}$ is about one order of magnitude bigger than $\gamma_{\alpha\beta}\{\Psi_{\text{RP}}\}$ in every centrality.
range, while the difference between same- and opposite-charge pair correlators is almost unchanged \( \Delta \gamma_{\Psi_2} \approx \Delta \gamma_{\Psi_{RP}} \). We conclude that LCC constitutes a background in all charge-dependent correlators, as previously noted, and that for \( \gamma_{\alpha\beta} \) such background is largely dependent on how the event plane is estimated, being minimal for correlations with the reaction plane \( \Psi_{RP} \). We speculate that experimental non-flow-suppression techniques, such as applying pseudorapidity gap(s) between tracks that are correlated, can partially suppress this background, but never remove it exactly to the level of \( \gamma_{\alpha\beta} \{\Psi_{RP}\} \). At the same time, we conclude that for \( \Delta \gamma_{\alpha\beta} \) the opposite applies: the LCC background contribution depends little on how the event plane is estimated. Note that in this model we assume no de-correlation between \( \Psi_2 \) and \( \Psi_{RP} \), which is known to occur due to initial-state fluctuations and would imply additional differences between \( \gamma_{\alpha\beta} \{\Psi_{RP}\} \ (\Delta \gamma_{\Psi_{RP}}) \) and \( \gamma_{\alpha\beta} \{\Psi_2\} \ (\Delta \gamma_{\Psi_2}) \).

The dependence of these correlators on \( v_2 \) is then investigated varying the relevant parameters in the BW model \( (\rho_2, \varepsilon_2) \), while keeping the others \( (T, \gamma, \rho_0, \rho_4, \text{and } M) \) fixed. For simplicity, only the centrality class 20-30\% is shown; results in other centrality classes are qualitatively similar. The values of \( \rho_2 \) and \( \varepsilon_2 \) parameters in the different ESE classes are reported in Tab. 6.2. The variations on the parameters are chosen such as to vary \( v_2 \) by more than 20\%, in order to cover the full range experimentally achievable with ESE.

The 2- and 3-particle correlators as a function of \( v_2 \) are reported in Fig. 6.10-6.12. We observe that while \( \delta_{\alpha\beta} \) does not significantly depend on \( v_2 \), \( \gamma_{\alpha\beta} \{\Psi_{RP}\} \) and \( \gamma_{\alpha\beta} \{\Psi_2\} \) show a linear dependence over the entire range. The increase as a function of \( v_2 \) is larger for opposite-charge pair correlators than for same-charge ones; their difference \( \Delta \gamma \{\Psi_{RP}\} \) increases linearly as well. This applies to \( \Delta \gamma \{\Psi_2\} \) as well. We fit the data with a function of the form

\[
  f(v_2) = p_0 \left( 1 + p_1 \left( \frac{v_2 - \langle v_2 \rangle}{\langle v_2 \rangle} \right) \right).
\]  

The parameters \( p_0 \) and \( p_1 \) obtained from the fits are reported in Tab. 6.3. We conclude that the LCC background in \( \Delta \gamma \) is proportional to the relative variations of \( v_2 \) and that the proportionality coefficient \( (p_1) \) is equal to unity. Since this holds both for \( \Delta \gamma \{\Psi_{RP}\} \) and \( \Delta \gamma \{\Psi_2\} \), it is independent of possible LCC contributions to the event plane estimation. We verified that repeating the same exercise in other centrality bins (not shown here), \( p_1 \) is equally consistent with unity, although the values of \( \Delta \gamma \) differ.

<table>
<thead>
<tr>
<th>ESE class</th>
<th>( \rho_2 )</th>
<th>( \varepsilon_2 )</th>
<th>( \langle v_2 \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.012</td>
<td>0.12</td>
<td>0.047</td>
</tr>
<tr>
<td>2</td>
<td>0.015</td>
<td>0.15</td>
<td>0.059</td>
</tr>
<tr>
<td>3</td>
<td>0.018</td>
<td>0.18</td>
<td>0.071</td>
</tr>
<tr>
<td>4</td>
<td>0.021</td>
<td>0.21</td>
<td>0.083</td>
</tr>
<tr>
<td>5</td>
<td>0.024</td>
<td>0.24</td>
<td>0.095</td>
</tr>
</tbody>
</table>

Table 6.2: Values of BW parameters \( \rho_2 \) and \( \varepsilon_2 \), and resulting \( \langle v_2 \rangle \), for different ESE classes, in the centrality range 20-30\%.
6.2. BACKGROUND

<table>
<thead>
<tr>
<th>Correlator</th>
<th>$p_0$ ($\times 10^3$)</th>
<th>$p_1$</th>
<th>$\chi^2$/DoF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \delta$</td>
<td>1.04 ± 0.05</td>
<td>0.02 ± 0.06</td>
<td>0.37</td>
</tr>
<tr>
<td>$\Delta \gamma {\Psi_{RP}}$</td>
<td>0.60 ± 0.05</td>
<td>1.00 ± 0.02</td>
<td>0.79</td>
</tr>
<tr>
<td>$\Delta \gamma {\Psi_2}$</td>
<td>0.91 ± 0.09</td>
<td>1.02 ± 0.02</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 6.3: Parameters extracted from fits to charge-dependent correlators, according to Eq. 6.16.

Figure 6.7: $\delta_{\alpha,\beta}$ and $\Delta \delta$ as a function of centrality.

Figure 6.8: $\gamma_{\alpha,\beta}\{\Psi_{RP}\}$ and $\Delta \gamma \{\Psi_{RP}\}$ as a function of centrality.
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Figure 6.9: $\gamma_{\alpha,\beta}\{\Psi_2\}$ and $\Delta \gamma\{\Psi_2\}$ as a function of centrality.

Figure 6.10: $\delta_{\alpha,\beta}$ and $\Delta \delta$ as a function of $v_2$, for centrality 20-30% and several ESE classes.
Figure 6.11: $\gamma_{\alpha,\beta}\{\Psi_{RP}\}$ and $\Delta\gamma\{\Psi_{RP}\}$ as a function of $v_2$, for centrality 20-30% and several ESE classes.

Figure 6.12: $\gamma_{\alpha,\beta}\{\Psi_2\}$ and $\Delta\gamma\{\Psi_2\}$ as a function of $v_2$, for centrality 20-30% and several ESE classes.
6.3 Signal

As previously introduced, we hypothesize that the de-correlation between the reaction plane, the event planes and the direction of the magnetic field, due to initial-state fluctuations, affects the CME signal contribution to $\gamma_{\alpha\beta}$. In fact, assuming that these planes do not necessarily correspond with each other, we can re-write Eq. 6.3 as

$$\frac{dN}{d\varphi_{\alpha,\pm}} = 1 + 2 a_{1,\alpha} \sin(\varphi - \Psi_B) + 2 \sum_{n=1}^{+\infty} v_{n,\alpha} \cos(n(\varphi - \Psi_n)), \quad (6.17)$$

where we now see that the CME-induced charge separation develops along the magnetic field angle $\Psi_B$ and the azimuthal anisotropies due to the collective expansion of the system (quantified by the flow coefficients $v_n$) along to the corresponding symmetry planes $\Psi_n$. Initial-state fluctuations imply that event-by-event $\Psi_B \pm \pi/2 \neq \Psi_n \neq \Psi_{RP}$. We assume that $a_1$ is exactly proportional to the magnitude of the magnetic field ($a_1 \propto |\vec{B}|$), as early calculations showed [85]. It follows that the signal component in $\Delta \gamma$ is proportional to

$$\Delta \gamma \propto \langle |\vec{B}|^2 \cos(2(\Psi_B - \Psi_2)) \rangle. \quad (6.18)$$

For a fixed impact parameter, the alignment between $\Psi_B$ and $\Psi_2$ will only depend on the geometry of the collision. Qualitatively, the higher the eccentricity $\varepsilon_2$ in the initial state, the more perpendicular $\Psi_B$ and $\Psi_2$ are expected to be, as illustrated in Fig. 6.13. In order to quantify this effect, we measure the correlations between these angles and $\varepsilon_2$ using different initial-state models.

![Figure 6.13: Schematic representation of the dependence of the relative alignment between $\Psi_B$ and $\Psi_2$ to initial-state geometry. In a spherical system (left) they are more misaligned than in a highly elliptical one (right). Participant nucleons are depicted in red, spectator ones in blue.](image)

The magnetic field $\vec{B}$ generated by spectator protons is calculated by means of Liénard-Wiechert potentials. A point-like charged particle moving along $\vec{x}_p(t)$ with constant ve-

\[\text{strictly speaking, the argument of the cosine is } 2(\Psi_B - \Psi_2) + \pi; \text{ here and in the following, we will omit the } \pi \text{ for conciseness and implicitly multiply by } -1.\]
locity \( \vec{\beta} \) generates EM fields \( \vec{B}(\vec{x}, t), \vec{E}(\vec{x}, t) \) as

\[
\vec{E} = e \left[ \frac{(\vec{n} - \vec{\beta}) (1 - |\vec{\beta}|^2)}{k^3 |\vec{R}|^2} \right] t = t_{ret},
\]

\[
\vec{B} = \vec{n}(t_{ret}) \times \vec{E},
\]

where \( \vec{R} \) is the vector connecting \( \vec{x} \) and \( \vec{x}_p(t) \), \( \vec{n} \) the unitary vector along the direction of \( \vec{R} \) and \( k \) quantifies the alignment between \( \vec{n} \) and \( \vec{\beta} \). They are defined as

\[
\vec{R}(t) = \vec{x} - \vec{x}_p(t),
\]

\[
\vec{n}(t) = \vec{R}(t)/|\vec{R}(t)|,
\]

\[
k(t) = 1 - \vec{n}(t) \cdot \vec{\beta}.
\]

We use Lorentz-Heaviside natural units, where the electric charge \( e = \sqrt{4\pi\alpha_{em}} \), with \( \alpha_{em} \) being the fine-structure constant. The retarded time \( t_{ret} \) is defined as

\[
t_{ret} = t + |\vec{x} - \vec{x}_p(t_{ret})| = 0.
\]

Assuming the spectators to move along the beam direction \( (z) \) according to \( \vec{x}_p(t) = (x_s, y_s, \beta t) \) \( (\beta = |\vec{\beta}|) \) and the point at which the magnetic field is probed to lie on the transverse plane \( \vec{x} = (x, y, 0) \), \( t_{ret} \) is simply

\[
t_{ret} = \gamma^2 \left( t - \sqrt{\frac{(x - x_s)^2 + (y - y_s)^2 + \beta^2 t^2}{\gamma^2}} \right),
\]

where \( \gamma \) is the Lorentz factor: \( \gamma = 1/\sqrt{1 - \beta^2} \). In the case of Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \) TeV, we have \( \beta^2 = 1 - (2m_p/\sqrt{s_{NN}})^2 \), where \( m_p \) is the proton mass, and therefore \( \gamma \approx 1470 \). For simplicity, we ignore the contribution of participant nucleons to the magnetic field, which has been estimated to be much smaller than the spectators’ one in the early times of the collision \( (\tau \lesssim 0.1 \text{ fm}) \) [85].

Two Monte Carlo initial-state models are employed to calculate the distribution of nucleons and the corresponding spatial anisotropies: MC-Glauber [19] and TRENTo [139], this latter tuned to reproduce IP-Glasma [15] initial conditions. In both models, nucleon positions in each nucleus are first sampled from a Wood-Saxon distribution

\[
\rho(r) = \rho_0 \frac{1}{1 + e^{(r-R)/a}},
\]

where \( R \) is the nuclear radius, \( \rho_0 \) the average nucleon density and \( a \) the skin depth. For \( ^{208}\text{Pb} \), \( R = 6.62 \) fm and \( a = 0.546 \) fm [207]. Here and in the following, no neutron skin \( R_n \) is assumed, i.e. neutrons and protons are equally distributed in the nucleus, since available measurements anyhow indicate \( R_n \approx 0.3 \) fm \( \ll R \) [208]. The impact parameter \( b \) is then chosen randomly within \( b < 2R \) and the nuclei are superimposed. Two nucleons from different nuclei collide if their relative distance is less than \( \sqrt{\sigma_{\text{NN}}/\pi} \), with \( \sigma_{\text{NN}} \) being the inelastic nucleon-nucleon cross section, extracted from p–p collisions. At \( \sqrt{s_{\text{NN}}} = 2.76 \) TeV, \( \sigma_{\text{NN}} \approx 80 \text{ mb} \).
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TeV, $\sigma_{NN} = 64$ mb [4].

The resulting magnetic field perpendicular to the reaction plane ($B_y$) is shown in Fig. 6.14, as a function of proper time (left) and distance in the transverse plane (right), for a non-central collision ($b = 7$ fm, corresponding to a centrality of about 20%). Consistently with previous studies [67, 74, 209, 66, 210, 211], we observe a strong magnetic field, with a maximum magnitude of about $10 \text{ fm}^{-2} \approx 20 m_T^2 \sim 10^{19}$ G at $\tau \approx 0$, which changes little across the transverse area of the system and quickly vanishes, decreasing by about 6 orders of magnitude within $\tau = 3$ fm. In the following, we will compute the magnetic field at fixed proper time $\tau = 0.1$ fm and position $(x, y) = (0, 0)$ fm.

![Figure 6.14: Time and spatial dependence of the magnetic field in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, for $b = 7$ fm, computed with the MC-Glauber model. Left: $eB_y(\tau)$ at $(x, y) = (0, 0)$ fm. Right: $eB_y(x, y)$ at $\tau = 0.1$ fm.](image)

In Fig. 6.15 we show the centrality dependence of the magnetic field and its alignment with the second-order event plane $\Psi_2$, defined analogously to Eq. 6.3 as

$$\Psi_2 = \frac{1}{2} \text{atan}^2 \left( \frac{\text{Im} Q_n}{\text{Re} Q_n} \right), \quad Q_n = \frac{1}{N} \sum_{j=1}^{N} r_j^2 e^{i2\varphi},$$  

(6.28)

where $\varphi$ is the azimuthal angle of the $N$ participant nucleons and $r$ their radial position with respect to the center of the system. The centrality of the collision is defined here as percentile of the impact parameter distribution. We see that while the magnitude of the magnetic field $e|B|^2$ monotonously increase from central to peripheral collisions, because of the increasing number of spectator protons, the de-correlation factor $\cos(2(\Psi_B - \Psi_2))$ increases from central to mid-central, reaches a maximum $\cos(2(\Psi_B - \Psi_2)) \approx 0.8$ at centrality 20-40 % and then decreases for more peripheral collisions. This can be understood in terms of the relative contribution of the average ellipsoidal shape of the overlapping area between the colliding nuclei and initial-state fluctuations to $\Psi_2$ and $\Psi_B$.

The initial-state azimuthal eccentricity is quantified via $\varepsilon_2$. In case of point-like
Figure 6.15: Centrality dependence of the magnetic field and its alignment with the second-order event plane in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, with the MC-Glauber model.
sources, like the participant nucleons in MC-Glauber, it can be defined as

$$
\varepsilon_2 = \frac{\sum_{i=1}^{N} (\vec{x}_i - \vec{x}_0)^2}{\sum_{i=1}^{N} |\vec{x}_i - \vec{x}_0|^2},
$$

(6.29)

where \( \vec{x}_i \) are the positions of the \( N \) sources in the transverse plane and \( \vec{x}_0 = (1/N) \sum_{i=1}^{N} \vec{x}_i \) is the center of the distribution. In case of a continuous energy density distribution \( \rho(x, y) \), such as the one generated by TRENTo, \( \varepsilon_2 \) is defined as

$$
\varepsilon_2 = \frac{\int\int_{x,y} (x^2 - y^2) \rho(x, y) \, dx \, dy}{\int\int_{x,y} (x^2 + y^2) \rho(x, y) \, dx \, dy},
$$

(6.30)

where the coordinates \( x, y \) have been shifted so that the mean of \( \rho(x, y) \) is at the origin, \( (x, y) = (0, 0) \) fm. The dependence of \( e|\vec{B}|^2 \) and \( \cos(2(\Psi_B - \Psi_2)) \) on \( \varepsilon_2 \), for several centrality classes, is shown in Fig. 6.16 and 6.17, from the MC-Glauber and TRENTo models, respectively. In order to avoid possible biases coming from the large centrality intervals, the results are first obtained in 1% centrality intervals and then averaged. Concerning the magnitude of the magnetic field, we observe a positive correlation with \( \varepsilon_2 \), whose strength decreases from central to peripheral collisions. Such correlation is enhanced once the decorrelation term \( \cos(2(\Psi_B - \Psi_2)) \) is included. In order to quantify it and compare with experimental results on \( \Delta \gamma \), we fit \( e|\vec{B}|^2 \cos(2(\Psi_B - \Psi_2)) \) with Eq. 6.16, where we use as independent variable \( \varepsilon_2 \) instead of \( v_2 \). The fit ranges in the different centrality classes are chosen accordingly to the relative variations of \( v_2 \) experimentally observed with ESE (Fig. 1 from [204]) with respect to the unbiased values \( \langle v_2 \rangle \), reported in Tab. 6.4. Taking the values of \( v_2 \) in the minimum (maximum) ESE class 0-10% (90-100%) of \( q_2 \), the fit range is defined as

$$
\left[ \frac{v_2[0-10\%]}{\langle v_2 \rangle}, \frac{v_2[90-100\%]}{\langle v_2 \rangle} \right] \langle \varepsilon_2 \rangle.
$$

(6.31)

We observe the dependence of \( e|\vec{B}|^2 \cos(2(\Psi_B - \Psi_2)) \) on \( \varepsilon_2 \) to be well described by Eq. 6.16 around \( \langle \varepsilon_2 \rangle \), which implies a linear relationship between the two, and the proportionality coefficient \( (p_1) \) to be between 0 and 1. Concerning the centrality dependence, \( p_1 \) seems to follow the inverse of what discussed in the context Fig. 6.15, i.e. \( p_1 \) decreases from central to mid-central, reaches a minimum at centrality 20-40 % and then increases for more peripheral collisions. This is attributed, as before, to the variation in the relative contribution of the average ellipsoidal shape of the overlapping area between the colliding nuclei and initial-state fluctuations.

Little but significant differences are observed between MC-Glauber and TRENTo, indicating some sensitivity of the results on the details of the model employed. On the contrary, the results do not change significantly when the proper time and the transverse position at which the magnetic field are computed are varied within a reasonable range. In order to investigate a possible sensitivity on the centrality definition, we use as alternative estimator percentiles of the charged particle multiplicity distribution \( P(M) \), which can be derived from the number of participant nucleons \( N_{\text{part}} \) and of binary collisions \( N_{\text{coll}} \) via the empirical formula [112]

$$
M = P_{p,k} [f N_{\text{part}} + (1 - f) N_{\text{coll}}],
$$

(6.32)
Figure 6.16: Dependence of the magnetic field magnitude and orientation w.r.t. $\Psi_2$ on initial-state eccentricity $\varepsilon_2$ in the MC-Glauber model, together with linear fits around $\langle \varepsilon_2 \rangle$. See text for details.
Figure 6.17: Dependence of the magnetic field magnitude and orientation w.r.t. Ψ to initial-state eccentricity ε in the TRENTO model, together with linear fits around ⟨ε⟩. See text for details.
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Table 6.4: Variations of $v_2$ with ESE in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, from ALICE measurements [204].

<table>
<thead>
<tr>
<th>centrality</th>
<th>$v_2$ (unbiased)</th>
<th>$v_2$ (0-10% $q_2$)</th>
<th>$v_2$ (90-100% $q_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-5%</td>
<td>0.02552</td>
<td>0.02220</td>
<td>0.03181</td>
</tr>
<tr>
<td>5-10%</td>
<td>0.04343</td>
<td>0.03545</td>
<td>0.05482</td>
</tr>
<tr>
<td>10-20%</td>
<td>0.06340</td>
<td>0.05127</td>
<td>0.07901</td>
</tr>
<tr>
<td>20-30%</td>
<td>0.08281</td>
<td>0.06730</td>
<td>0.10186</td>
</tr>
<tr>
<td>30-40%</td>
<td>0.09461</td>
<td>0.07852</td>
<td>0.11598</td>
</tr>
<tr>
<td>40-50%</td>
<td>0.09969</td>
<td>0.08474</td>
<td>0.12037</td>
</tr>
<tr>
<td>50-60%</td>
<td>0.09840</td>
<td>0.08867</td>
<td>0.11479</td>
</tr>
</tbody>
</table>

where $P_{\mu,k}$ is a negative binomial distribution. The parameters $k$, $\mu$ and $f$ are taken from fits to ALICE measurements [112]. In the case of TRENTo, multiplicity can be directly estimated from the total produced entropy, which is allowed to fluctuate nucleon-by-nucleon collision. Percentiles of the entropy distribution are then used as alternative centrality estimator. When using both these alternative centrality estimators, small differences of the order of a few % are observed at the level of $p_0$ and $p_1$, suggesting that this introduces an additional model uncertainty. Noting that such effect is anyhow much smaller than the observed differences between the two initial-state models, it was not included as a systematic uncertainty. The study of the contribution of participant protons (more generally, of the charges in the participant system) to the magnetic field, which can become important for $\tau > 0.1$ fm, is left for future studies.

6.4 Discussion

We observe that in the models employed both the CME signal and the LCC background in $\Delta \gamma$ are proportional to the relative variations of $v_2$: the former, because of the (de-)correlation between the angle of the magnetic field and the second-order event plane; the latter, because the collective expansion determines the degree of correlation between balancing charges. In particular, the proportionality coefficient $p_1$ for the LCC background is precisely equal to 1, irrespectively of the centrality of the collision, while for the signal it depends on centrality and the details of initial-state fluctuations. Knowing the experimental value of $p_1$, we can use this information to estimate the relative contribution of the two (signal and background) to $\Delta \gamma$. The total measured proportionality coefficient $p_{1, \text{data}}$ relates to the signal one $p_{1, \text{CME}}$ and the background one $p_{1, \text{LCC}} = 1$ as

$$f_{\text{CME}} \cdot p_{1, \text{CME}} + (1 - f_{\text{CME}}) \cdot p_{1, \text{LCC}} = p_{1, \text{data}}, \quad (6.33)$$

where $f_{\text{CME}}$ is the signal fraction in $\Delta \gamma$

$$f_{\text{CME}} = \frac{\Delta \gamma_{\text{CME}}}{\Delta \gamma_{\text{CME}} + \Delta \gamma_{\text{LCC}}}, \quad \Delta \gamma = \Delta \gamma_{\text{CME}} + \Delta \gamma_{\text{LCC}}. \quad (6.34)$$

The centrality dependence of $p_{1, \text{data}}$ and $p_{1, \text{CME}}$ from three different initial-state models (MC-Glauber, TRENTo and MC-KLN [141]) is shown in Fig. 6.18. For these results from MC models, centrality is estimated from multiplicity (via Eq. 6.32) and $\tilde{v}_2$ is mapped to $v_2$ before the fit, in order to mimic as much as possible experimental results. We
observe a clear centrality dependence for $p_{\text{t, CME}}$, as discussed before, which decreases from central to mid-central collision. This trend appears in all initial-state models employed, although large differences between the three are also observed. Regarding $p_{\text{t, data}}$, given the uncertainties, conclusions are less straightforward: we can neither exclude all data points to be consistent with unity, nor that there is a centrality dependence, apparently increasing from central to mid-central collisions.

The resulting signal fraction $f_{\text{CME}}$, derived according to Eq. 6.33, is shown in Fig. 6.19. While nothing can be concluded for the most central (0-10%) and peripheral (50-60%) collisions, since uncertainties are larger than the physical parameter space of $f_{\text{CME}}$, we can use results in the intermediate centrality ranges to extract an upper limit on the CME signal. Averaging over the centrality range 10-50%, assuming Gaussian statistical and systematic uncertainties, and taking into account the boundary condition $0 < f_{\text{CME}} < 1$, we can extract an upper limit on the CME contribution to $\Delta \gamma$ of 26% to 33%, according to the initial-state model, at 95% confidence level. The treatment of the boundary condition follows the Feldman-Cousins approach [212].

It is interesting to speculate on the possible centrality dependence of $f_{\text{CME}}$, which, let us stress, is currently not significant and needs to be confirmed by future measurements. The decreasing trend from central to peripheral collisions might indicate that the CME probability is not only proportional to the magnitude of $\vec{B}$, which would naively result in the opposite (see Fig. 6.15), but possibly also on system size, entropy density and/or temperature, which all decrease with centrality and which might effectively be dominant factors. This is qualitatively consistent, for instance, with the idea that the QCD medium, being electrically conductive, could delay the decay of $\vec{B}$. An extensive explanation of the phenomenon is given in Sec. 7.1.

It is also important to remark the assumptions under which these conclusions were obtained, which certainly are approximations.

- The background contribution to $\Delta \gamma$ is directly proportional to $v_2$; this is observed to be the case for LCC.
- The contribution of signal and background to $\Delta \gamma$ is additive, i.e. CME-separated charges are not correlated with LCC ones, if not by the global correlation with event planes ($\Psi_{\text{RP}}, \Psi_B, \Psi_2$).
- The correlation between $\Psi_B$ and $\Psi_2$ is only determined by initial-state geometry, i.e. there is no interplay between $\vec{B}$ and $v_2$.

Finally, we note that this constitutes the first upper limit on CME signal ever reported for Pb–Pb collisions at LHC energies, together with the one by the CMS Collaboration [206], published approximately at the same time. The CMS upper limit, although more stringent (3.8% at 95% confidence level), is qualitatively much different than what discussed here. The CME signal contribution to $\Delta \gamma$ is defined in [206] as the intercept $p_0$ in the fit

\[
\frac{\Delta \gamma}{\Delta \delta}(v_2) = p_0 + p_1 v_2. \tag{6.35}
\]

The rationale is that the $v_2$ dependence is entirely determined by background and that a CME signal would imply a non-zero value of $p_0$. While the first assumption was shown
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Figure 6.18: Centrality dependence of the proportionality coefficient $p_1$ from a linear fit to $\Delta \gamma$ (data) and $e|\vec{B}|^2 \cos(2(\Psi_B - \Psi_2))$ (MC) with Eq. 6.16. Points from MC simulations are slightly shifted along the horizontal axis for better visibility. Only statistical uncertainties are shown.

Not to be correct, the second one is expected to hold, but only approximately. If we extrapolate the fit lines in Fig. 6.16 down to $\varepsilon_2 = 0$, we see that a non-zero, positive intercept is indeed expected, but that intercept corresponds only to a fraction of the average signal strength, which is proportional to $e|\vec{B}|^2 \cos(2(\Psi_B - \Psi_2))$ at around $\langle \varepsilon_2 \rangle$. Therefore, we conclude that both ALICE and CMS results leave room for a CME signal fraction of the order of several percent in $\Delta \gamma$ in Pb–Pb collisions at LHC energies.
Figure 6.19: Centrality dependence of the CME fraction $f_{\text{CME}}$, defined in Eq. 6.33. The dashed lines indicate the physical parameter space of the CME fraction. Points are slightly shifted along the horizontal axis for better visibility. Only statistical uncertainties are shown.
Chapter 7

Charge-Dependent Directed Flow

7.1 Introduction

In this chapter, we present measurements of charge-dependent directed flow in Pb–Pb collisions, which is expected to be a simple observable - theoretically, since it is connected to a purely classical phenomenon, and experimentally, since it is well defined - that can constrain the strength and lifetime of magnetic fields in heavy-ion collisions. The interest in this measurement concerns not only the characterisation of the properties of the QCD system, but also the search for the CME. As explained in Sec. 6.1, observables connected to chiral imbalance are, up to a certain extent, affected by background, which is mostly due to charge production mechanisms, collective expansion of the system and, possibly, hadronization. So far, it has been impossible to unambiguously discriminate a signal from such background, mostly because of the uncertainties in the modelling of the latter. This makes it imperative to establish that the early-time magnetic field has observable consequences on final-state charged particles. Also, as introduced in Sec. 1.5, a major source of uncertainty in theoretical modeling of the CME is the time evolution of electro-magnetic fields, which depends strongly on the electric conductivity of the system [87, 66]. Experimental measurements not related to chiral imbalance but sensitive to the magnetic field can provide important constraints in this regard.

One way to address the issue is to look at the electromagnetic response that such fields would induce in the system. The idea has first been proposed in [211] and consists in the appearance of charged currents, due to the combination of two phenomena. On one hand, assuming the QCD system to be electrically conductive, as lattice calculations suggest [70, 71, 72, 73], an electric current will be generated inside of it, counteracting the decrease of $\vec{B}$, according to Faraday’s law. This would delay the decay of the magnetic field, which is otherwise expected to be fast with respect to the timescale of the evolution of the system (Fig. 6.14), as first suggested in [66]. On the other hand, since the system is rapidly expanding in the longitudinal direction, charge carriers in the system would experience a force in the transverse direction, which is simply the Lorentz force. Both phenomena thus result in oppositely charged particles being accelerated in opposite directions, with the effect having opposite sign at opposite rapidities, as illustrated in Fig. 7.1. In terms
of anisotropic flow, this corresponds to charge- and rapidity-odd directed flow

\[ v_1(\pm, \eta) = -v_1(\mp, -\eta) = v_1(-, -\eta) = -v_1(-, \eta), \]

where \( \pm \) refers to electric charge. This directed flow would develop perpendicularly to the magnetic field plane \( \Psi_B \). Such observable is, in principle, experimentally accessible and has the important advantage of having clear qualitative features that distinguish it from known background. An order-of-magnitude estimate of the phenomenon was also given in [211]: for Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \) TeV a charge difference \( \Delta v_1(\eta) = v_1(\pm, \eta) - v_1(-, -\eta) \) of \( \mathcal{O}(10^{-5}) \) is expected for a \( p_T \)-integrated measurement and \( \langle p_T \rangle \sim 0.73 \) GeV/c (Fig. 4.13). The signal was predicted to strongly depend on \( p_T \) (Fig. 7.2, left), because of variations in the relative strength of the two effects, Faraday’s law and Lorentz force, which have opposite sign (Fig. 7.2, right), and on particle species, not only in terms of magnitude but also of sign.

This charge-dependent directed flow will manifest itself on top of the known, charge-independent one, whose origin and characteristics will be discussed in the following. Directed flow in heavy-ion collisions is thought to be driven by several mechanisms, whose relative importance strongly depend on the collision energy and rapidity range [213, 119]. We will limit the discussion to what is relevant at LHC and top RHIC energies, in the mid-rapidity range (\( |\eta| \leq 1 \)). Here, the origin of directed flow is thought to be twofold. The first one is connected to the geometry of the collision and can be ascribed to a tilt of the initial state in the \( x-z \) plane [215], combined with the collective radial expansion of the system. Hydrodynamical calculations employing this prescription [215] have been shown to quantitatively describe RHIC measurements in Au–Au and Cu–Cu collisions at \( \sqrt{s_{NN}} = 62.4 \) and \( 200 \) GeV [216, 217] and to correctly predict the decrease of \( v_1^{\text{odd}} \) at LHC energies [218], contrary to other calculations [219, 220]. The second source of directed

---

Figure 7.1: Charged currents in heavy-ion collisions, due to Faraday’s law (left) and Lorentz force (right). Purple lines represent the QCD system (dashed: contours in the \( x-z \) plane, continuous: velocity), red ones its EM response.
flow is believed to be the same one of higher harmonics: initial-state fluctuations, in this case dipole-like [46, 221]. However, differently than for the higher harmonics, the sign of \( v_1 \) changes with \( p_T \), due to the fact that the net transverse momentum of the system is zero by construction, i.e. \( \langle p_x \rangle = \langle p_T \cos(\varphi - \Psi_{RP}) \rangle = 0 \). This implies that low-\( p_T \) particles flow in the direction opposite to high-\( p_T \) ones [221, 222]. We can discriminate between the contribution of these two mechanisms (tilt and dipole fluctuations) looking at the \( \eta \) dependence of directed flow. It is convention to decompose \( v_1 \) into a rapidity-even and a rapidity-odd component

\[
v_1 = v_{1\text{ even}} + v_{1\text{ odd}},
\]

\[
v_{1\text{ even}}(\eta) = v_{1\text{ even}}(-\eta),
\]

\[
v_{1\text{ odd}}(\eta) = -v_{1\text{ odd}}(-\eta).
\]

While dipole-like initial-state fluctuations, not having a defined symmetry with respect to \( \eta \), contribute to both \( v_{1\text{ even}} \) and \( v_{1\text{ odd}} \), the tilt is precisely anti-symmetric and therefore contributes to \( v_{1\text{ odd}} \) only. This was first proposed by ALICE in [218] and is consistent with what observed both at RHIC [216, 217, 223] and LHC [218, 222, 224].

In order to separate the rapidity-even and rapidity-odd component, \( v_1 \) is usually measured with respect to two separate event planes, measured at positive and negative rapidities. For this study, we will use the spectator plane \( \Psi_{SP} \), defined by the azimuthal angle at which the spectator neutrons are deflected and measured by means of hadronic calorimeters placed near beam rapidity, such as the Zero Degree Calorimeters (ZDC) [110, 103] of the ALICE detector. This choice has two advantages with respect to using the first-order event plane \( \Psi_1 \), measured by means of charged particles produced in the collision, as more commonly done for anisotropic flow measurements.

1. It is free from biases coming from non-flow and transverse momentum conservation, which are important in the case of \( v_1 \) [222].
2. It is, in principle, maximally correlated with the angle of the magnetic field $\Psi_B$, since this is determined by the spectator themselves, while $\Psi_1$, being mostly due to initial-state fluctuations, is expected to be weakly correlated.

It also has two disadvantages.

1. The deflection that the spectators experience is theoretically not well understood. At LHC energies, it has been estimated that such nucleons have $\langle p_T \rangle \approx 20 \text{ MeV}/c$ [218]. Concerning the direction of the deflection, data on asymmetric Cu–Au collisions [225, 226] strongly favor the hypothesis that they move outward, i.e. opposite to the collision point, but no definitive proof exists [227].

2. Some of the spectator neutrons are clustered in composite nuclear fragments, which are deflected by the experiments’ dipole magnetic field and therefore are not measurable [228] (see Sec. 8.2). This constitutes a potential source of decorrelation between $\Psi_{SP}$ and $\Psi_B$, whose importance grows from central to peripheral collisions.

Directed flow can then be measured with the scalar product method [121] with respect to the two $Q$-vectors separately

$$v_1\{\Psi^A_{SP}\} = \frac{\langle q_1 Q^*_A \rangle}{\sqrt{\langle Q_A Q_A^* \rangle}},$$

where $q_1$ is the $Q$-vector built from charged tracks at mid-rapidity

$$q_1 = \frac{\sum_{j=1}^{M} w_j e^{i\varphi_j}}{\sum_{j=1}^{M} w_j}$$

and $w_j$ are weights used to correct for non-uniform acceptance and efficiency (Sec. 3.2). Conventionally, the even and odd component of $v_1$ are defined so that the directed flow of the spectator neutrons\(^1\) at positive pseudorapidity has positive sign [223, 218]

$$v_1^{\text{odd}} = \frac{1}{2}(v_1\{\Psi^A_{SP}\} - v_1\{\Psi^C_{SP}\}),$$

$$v_1^{\text{even}} = \frac{1}{2}(v_1\{\Psi^A_{SP}\} + v_1\{\Psi^C_{SP}\}).$$

We note that the sign of $v_1$ is therefore defined by this choice. The signal that we look for is a charge difference in the odd component, which we can quantify as

$$\Delta v_1^{\text{odd}} = v_1^{\text{odd}}(+) - v_1^{\text{odd}}(-),$$

$$\Delta v_1^{\text{even}} = v_1^{\text{even}}(+) - v_1^{\text{even}}(-).$$

The even component is expected not to be sensitive to the signal, i.e. $\Delta v_1^{\text{even}} = 0$, and can therefore be used as a control measurement. The $\eta$ and centrality dependence of $v_1^{\text{odd}}$ and $v_1^{\text{even}}$ in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76 \text{ TeV}$ [218] is shown in Fig. 7.3. The even component is observed to be negative and independent on $\eta$, while the odd one shows a negative slope, as observed in previous STAR measurements [217]. Both components show

\(^1\)more in general, of the particles that define the event plane
7.2. Systematic uncertainties

The systematic uncertainties are evaluated following the procedure explained in Sec. 3.5. Possible sources of systematic uncertainties that are investigated are:

- track quality variables:
  - number of TPC space points
  - $\chi^2_{\text{TPC}}$
  - $\chi^2_{\text{ITS}}$
  - fraction of shared TPC space points
  - in which ITS layer hits are required

- event selection criteria:
  - pile-up cuts

a weak centrality dependence. These results are consistent with $v_1^{\text{odd}}$ being determined by dipole-like fluctuations and tilted initial state, with the latter being increasingly important going from central to peripheral collisions. Also, the fact that $v_1^{\text{even}}$ differs by about one order of magnitude from $v_1^{\{2, |\Delta\eta| > 0.8\}}$ [229, 222] and $v_1^{\{4\}}$ [224] suggests that indeed $\Psi_1$, being mostly due to initial-state fluctuations, is poorly correlated with $\Psi_{\text{SP}}$.  

Figure 7.3: Left: (a) $v_1$ and (b) $\langle p_T \rangle / \langle p_T \rangle$ as a function of $\eta$ in Pb–Pb collisions at $\sqrt{s_{\text{NN}}}$ = 2.76 TeV. (c) $v_1^{\text{odd}}$ compared to STAR measurements [217]. Right: same observables as a function of centrality (here, $v_1^{\text{odd}} = v_1^{\text{odd}}(\eta) - v_1^{\text{odd}}(-\eta)$). Figures taken from [218].
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- centrality determination
- ALICE dipole magnet polarity

- reconstructed primary vertex position
- residual differences in ZDC $Q$-vector components

Additional sources of systematic uncertainties that are investigated and are found to be negligible include:

- contamination from secondary particles
- uncertainties in estimating the efficiency
- variations in TPC and TOF calibration (different strategies were adopted for different parts of the dataset)
- space-charge distortions in the TPC
- variations in instantaneous luminosity
- ZDC $Q$-vector calibration
  - effects of one faulty tower in ZDC-A for parts of the dataset
  - sensitivity on parameter $\alpha$ (see Eq. 3.33)
  - differences in the response of the different ZDC towers
  - correlation between the energy deposition in the common tower and the average centroid position

The variations in track quality variables are chosen in order to reject around 10% less or more tracks, with respect to the default choice, for each variable. The number of variations tested is between 1 and 4 for each of the sources and are performed independently, i.e. possible correlations are ignored. Pile-up rejection criteria (described in Sec. 2.3.1) are varied in order to require a better agreement between different multiplicity estimators from the central barrel and result in rejecting around 20% of the total data sample, with respect to the default choice.

The additional controls on the ZDC calibration are performed as follows. Concerning the effects of the faulty tower of ZDC-A (see Sec. 3.4), we compare $v_1\{\Psi_{SP}^A\}$ between runs during which the tower was still functioning and runs during which it was not and we find the two to be consistent. We also apply the same correction procedure on ZDC-C, simulating one tower to be missing, and we find $v_1\{\Psi_{SP}^C\}$ to be unaffected. Concerning the parameter $\alpha$, we compare $v_1\{\Psi_{SP}^{A,C}\}$ obtained with the default value ($\alpha = 0.395$) and with $\alpha = 0.2$ and $\alpha = 1$; no significant difference is observed, suggesting that saturation effects do not bias the $Q$-vector reconstruction in the centrality range analysed.

The effect of the differences in the response of the different ZDC towers is evaluated equalising the corresponding energy spectra $dN/dE_i$. Significant differences are in fact observe, see Fig. 7.4, top panels, not only on the average (which is corrected for through the
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Gain equalisation procedure) but also on the shape. In order to quantify these differences, we show in the bottom panels of the same figure the ratios between the spectra of the different ZDC towers and the average. The spectra are observed to be well described by the following empirical formula

\[ P(E_i) = \frac{A}{E_i \sigma_1 \sqrt{2\pi}} \exp \left( -\frac{(\ln E_i - \mu_1)^2}{2\sigma_1^2} \right) + \frac{B}{\sigma_2 \sqrt{2\pi}} \exp \left( -\frac{(E_i - \mu_2)^2}{2\sigma_2^2} \right), \quad (7.11) \]

which is the sum of a log-normal and a normal distribution, with A, B, \( \sigma_1 \), \( \mu_1 \), \( \sigma_2 \) and \( \mu_2 \) as free parameters. The continuous lines in Fig.7.4 represent fits of dN/dE_i with Eq. 7.11 and the dashed lines show the individual contributions of the log-normal and normal part. We note that the log-normal contribution to the spectra is dominant with respect to the normal one. Knowing that two log-normal distributions \( \alpha \) and \( \beta \) can be mapped to one another with the transformation

\[ E \rightarrow \exp \left( \frac{(\ln E - \mu_\alpha + \mu_\beta \frac{s_\alpha}{s_\beta})}{\frac{s_\alpha}{s_\beta}} \right) \]

\[ \mu = \ln \left( \frac{\langle E \rangle^2}{\sqrt{\langle E^2 \rangle}} \right) \]

\[ s^2 = \ln \left( 1 + \frac{\sqrt{\langle E^2 \rangle - \langle E \rangle^2}}{\langle E \rangle^2} \right) \]

we apply the same transformation to the individual tower spectra in order to equalise them to the average one, separately in centrality intervals of 1%. The results are shown in Fig. 7.4, for the same run and centrality interval. We observe this empirical correction to work relatively well, within a few % for most of the energy range. When we then compare results on \( v_1 \{ \Psi_{AP} \} \) obtained with and without this correction, after the appropriate re-centring procedure, we find the two to be consistent. We conclude that the differences in the tower responses do not bias the Q-vector reconstruction and that the equalisation of \( \langle E \rangle \), explained in 3.4, is sufficient. Finally, we investigate the correlation between the energy deposition in the common tower (which is not included in the calibration procedure, if not for compensating the missing tower on ZDC-A) and the average centroid position, adding a re-centring step as a function of this variable. Again, no significant differences are observed at the level of \( v_1 \{ \Psi_{AP} \} \).

The contributions of the aforementioned sources to the total systematic uncertainty of \( v_1^{\text{odd}} \) and \( v_1^{\text{even}} \) are reported in Tab.7.1. The uncertainties are divided in “correlated” and “uncorrelated” according to their dependence on pseudorapidity. The percentages reported are computed with respect to a reference value \( v_1^{\text{ref}} = 0.5 \times 10^{-3} \). The uncertainties on the charge-dependent results \( v_1^{\text{odd}}(\pm) \) and \( v_1^{\text{even}}(\pm) \) are very similar and are therefore not reported.

We observe the dominant sources of systematic uncertainty to be the ZDC calibration and the run magnet polarity. For both cases, the corresponding biases at the level of \( v_1 \) are observed to be mostly correlated in \( \eta \). This is concluded to be due to residual unphysical correlations between the centroid positions of the two ZDCs, which cannot be corrected for by the calibration procedure, as discussed in Sec. 3.4. The differences between results with opposite run magnet polarities suggest that the average vertical beam crossing angle...
Figure 7.4: Continuous lines: energy spectra from the different ZDC towers, in ZDC-C (left) and ZDC-A (right), and their ratios with the average, before (top) and after (bottom) corrections, for centrality 30-31%. Dashed lines: contributions of the log-normal and normal distributions to the fit with Eq. 7.11.
systematic uncertainties

Error source & $\psi_{SP}^{\text{odd}}$ & $\psi_{SP}^{\text{even}}$
\hline
centrality determination & 2\% & n.s. & 2\% & n.s. \\
primary vertex & n.s. & 3\% & n.s. & 3\% \\
magnet polarity & n.s. & 4\% & 14\% & 2\% \\
pile-up & n.s. & 2\% & n.s. & 2\% \\
tracking & 5\% & 4\% & 6\% & 5\% \\
secondary contamination & 1\% & n.s. & 1\% & n.s. \\
space-charge distortion & n.s. & 5\% & n.s. & 4\% \\
ZDC \(Q\)-vectors corr. & 7\% & n.s. & 34\% & 3\% \\
\hline
Table 7.1: Maximum value of the systematic uncertainties from each source for $\psi_{1}^{\text{odd}}$ and $\psi_{1}^{\text{even}}$.

<table>
<thead>
<tr>
<th>Error source</th>
<th>$\Delta\psi_{1}^{\text{odd}}$</th>
<th>$\Delta\psi_{1}^{\text{even}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>corr.</td>
<td>uncorr.</td>
</tr>
<tr>
<td>centrality determination</td>
<td>1%</td>
<td>n.s.</td>
</tr>
<tr>
<td>primary vertex</td>
<td>n.s.</td>
<td>3%</td>
</tr>
<tr>
<td>magnet polarity</td>
<td>n.s.</td>
<td>3%</td>
</tr>
<tr>
<td>pile-up</td>
<td>n.s.</td>
<td>2%</td>
</tr>
<tr>
<td>tracking</td>
<td>2%</td>
<td>3%</td>
</tr>
<tr>
<td>secondary contamination</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
<tr>
<td>space-charge distortion</td>
<td>n.s.</td>
<td>2%</td>
</tr>
<tr>
<td>ZDC (Q)-vectors corr.</td>
<td>n.s.</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

Table 7.2: Maximum value of the systematic uncertainties from each source for $\Delta\psi_{1}^{\text{odd}}$ and $\Delta\psi_{1}^{\text{even}}$.

(\(\pm\)60 \(\mu\)rad in the \(y\)-\(z\) plane, for the dataset under consideration), which is opposite in the two cases, also plays a role.

For the charge differences $\Delta\psi_{1}^{\text{odd}}$ and $\Delta\psi_{1}^{\text{even}}$, the total systematic uncertainties are reported in Tab. 7.2. We note that the biggest uncertainties on $\psi_{1}^{\text{odd}}$ and $\psi_{1}^{\text{even}}$, namely magnet polarity and ZDC \(Q\)-vectors correlations, being effectively identical for positively and negatively charged particles, cancel out in the difference.
7.3 Results

Figure 7.5 shows $v_1^{\text{odd}}$ of inclusive charged particles as a function of pseudorapidity and compare it with results at $\sqrt{s_{NN}} = 2.76$ TeV [218]. A decrease is observed in the slope $dv_1^{\text{odd}}/d\eta$ going from 2.76 to 5.02 TeV collision energy, which is qualitatively consistent with the energy dependence previously observed from lowest RHIC energies to LHC ones [230] and can be interpreted as a decrease in the tilt of the initial state in the $x$-$y$ plane at these higher energies. To quantify this decrease, we fit data at both energies with a fit function of the form $v_1^{\text{odd}}(\eta) = k \cdot \eta$ and the slope $k$ is found to be

$$k \ [2.76 \ \text{TeV}] = -9.14 \pm 0.40 \ (\text{stat.}) \pm 1.58 \ (\text{syst.}) \times 10^{-4},$$

$$k \ [5.02 \ \text{TeV}] = -7.04 \pm 0.27 \ (\text{stat.}) \pm 0.35 \ (\text{syst.}) \times 10^{-4},$$

i.e. a difference of about 30%, with a $p$-value of 0.35. The significance of the difference is therefore small. However, a large part of the systematic uncertainties are known to be correlated among datasets at the two energies (especially those related to tracking, as observed for other flow coefficients, see Sec. 4.3); if this would be taken into account, the difference is expected to be significant. The difference in the centrality ranges for results at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV is estimated to affect minorly the comparison, since the centrality dependence of $v_1^{\text{odd}}$ within $|\eta| < 0.8$ is weak (Fig. 7.3, right). The same applies for the small differences in $\langle p_T \rangle$.

The even component $v_1^{\text{even}}$ is shown in Fig. 7.6. As for results at lower energies, we observe no significant $\eta$ dependence, but with respect to those we seem to observe a
Figure 7.6: $v_1^{\text{even}}$ of unidentified charged particles in Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV [218].

decrease, which could be interpreted as an increase of dipole-like fluctuations at higher energies. As for $v_1^{\text{odd}}$, the differences due to centrality range and $\langle p_T \rangle$ are expected to be negligible. In order to quantify the difference between the two energies, we fit with data with a constant function $v_1^{\text{odd}}(\eta) = a$ and the parameter $a$ is found to be

$$a [2.76 \text{ TeV}] = -2.57 \pm 0.18 \text{ (stat.)} \pm 1.82 \text{ (syst.)} \times 10^{-4},$$

$$a [5.02 \text{ TeV}] = -5.50 \pm 0.11 \text{ (stat.)} \pm 2.04 \text{ (syst.)} \times 10^{-4}.$$

Not knowing which fraction of systematic uncertainties is correlated in $\eta$ for results at $\sqrt{s_{NN}} = 2.76$ TeV, we assume it to be 50%. We then obtain a $p$-value of 0.18 for the difference of results at $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV, which implies the difference not to be significant. Noting that the dominant source of systematic uncertainty at $\sqrt{s_{NN}} = 5.02$ TeV did not affect the data at lower energies, the significance of the difference is not expected to improve significantly if a proper evaluation of the correlation between systematic uncertainties of datasets at the two energies is performed.

Figure 7.7 shows $v_1^{\text{odd}}$ at $\sqrt{s_{NN}} = 5.02$ TeV separately for positively and negatively charged particles (left panel), together with the charge difference $\Delta v_1^{\text{odd}} = v_1^{\text{odd}+} - v_1^{\text{odd}-}$ (right panel). To quantify a possible pseudorapidity-odd charge difference, $\Delta v_1$ is fitted using a linear function of the form $\Delta v_1^{\text{odd}}(\eta) = k \cdot \eta$ and the slope $k$ is found to be

$$k = 1.68 \pm 0.49 \text{ (stat.)} \pm 0.41 \text{ (syst.)} \times 10^{-4}. \quad (7.12)$$

The result has a total significance of 2.6 $\sigma$, where $\sigma$ is the total uncertainty, and a $p$-value
Figure 7.7: Left: $v_1^{\text{odd}}$ of unidentified positively (red) and negatively (blue) charged particles. Right: charge difference $\Delta v_1^{\text{odd}} = v_1^{\text{odd}(+)} - v_1^{\text{odd}(-)}$, fitted with a function of the form $\Delta v_1^{\text{odd}}(\eta) = k \cdot \eta$.

of 0.03. Compared to predictions on the effect of magnetic-induced charged currents [211] for $\pi^\pm$ at $\sqrt{s_{\text{NN}}} = 2.76$ TeV and similar $\langle p_T \rangle$, it is around 1 order of magnitude bigger and of opposite sign. We will elaborate further on these discrepancies in Sec. 7.4. The same charge difference for $v_1^{\text{even}}$ is shown in Fig. 7.8. Here, contrary to $v_1^{\text{odd}}$, we do not observe a significant difference between charges, consistent with expectations.

Finally, the centrality and $p_T$ dependence of the slope $k = d\Delta v_1^{\text{odd}}/d\eta$ are shown in Fig. 7.9, left and right panels, respectively. We observe no dependence on neither variables, within uncertainties. Regarding the centrality dependence, we can speculate that to first order the magnitude of $\Delta v_1^{\text{odd}}$ should increase from central to peripheral collisions, as the strength of the magnetic field does (Fig. 6.15). The evolution with respect to $p_T$, within the low-$p_T$ range accessible with the available statistics, should be determined by the relative strength of the two mechanisms at play, Faraday’s law and Lorentz force. The strong $p_T$ dependence that was predicted, with a sign change of the slope between $p_T = 0.25$ and 0.5 GeV/c (Fig. 7.2), is not observed.
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Figure 7.8: Left: $v_1^{\text{even}}$ of unidentified positively (red) and negatively (blue) charged particles. Right: charge difference $\Delta v_1^{\text{even}} = v_1^{\text{even}(+)} - v_1^{\text{even}(-)}$, fitted with a function of the form $\Delta v_1^{\text{even}}(\eta) = k \cdot \eta$.

Figure 7.9: $d\Delta v_1^{\text{odd}}/d\eta$ as a function of $p_T$ (left) and centrality (right).
7.4 Discussion

We present measurements of directed flow \( v_1 \) with respect to the spectator plane of inclusive charged particles in Pb–Pb collisions at \( \sqrt{s_{NN}} = 5.02 \) TeV, divided into the symmetric \( (v_1^{\text{even}}) \) and anti-symmetric \( (v_1^{\text{odd}}) \) component with respect to pseudorapidity. While for \( v_1^{\text{even}} \) no charge difference is observed, a hint of a difference is observed for \( v_1^{\text{odd}} \), which appears to be anti-symmetric with respect to \( \eta \). This difference is therefore quantified with the slope \( d\Delta v_1^{\text{odd}}/d\eta \), with \( \Delta v_1^{\text{odd}} = v_1^{\text{odd}}(+) - v_1^{\text{odd}}(-) \), and is found to be \( 1.68 \pm 0.49 \) (stat.) \( \pm 0.41 \) (syst.) \( \cdot 10^{-4} \), with a total significance of \( 2.6 \sigma \), within centrality 5-40% and \( p_T > 0.2 \) GeV/c, corresponding to \( \langle p_T \rangle \approx 0.76 \) GeV/c (Fig. 4.13).

This difference, which needs to be confirmed, could be attributed to the influence of the early-time magnetic field and in particular to charge currents in the QCD system, but both the sign and the magnitude differ from predictions, with the latter being about 1 order of magnitude bigger.

Such discrepancies are not expected to be explained by the differences in particle species in the inclusive sample, collision energy or \( \langle p_T \rangle \). At the same time, no other mechanism, as far as we know, has ever been proposed\(^2\) to explain a possible signal with the qualitative features discussed here. We can then speculate on the possible origin of these discrepancies, assuming that indeed the observed \( \Delta v_1^{\text{odd}} \) originates from magnetic-induced charged currents. The sign of the effect, as discussed earlier, depends entirely on the relative strength of the two mechanisms at play, Faraday’s law and Lorentz force; the results would imply the latter to be dominant, contrary to what concluded in [211]. The difference in magnitude is certainly more challenging to explain. One possibility is that the time at which the expansion of the system becomes effectively hydrodynamic-like, and therefore flow develops, is much earlier than what usually employed in hydrodynamic model calculations (and used also in [211]), as recent theoretical works suggest [12]. This, combined with the fact that the magnetic field is much stronger at these early times, would determine an increase in the predicted \( \Delta v_1^{\text{odd}} \). Another possibility is connected with the fact that predictions are very sensitive to the choice of some model parameters, many of which are not constrained by experimental measurements. As an example, it was found that \( \Delta v_1^{\text{odd}} \) is inversely proportional to the drag coefficient of quarks in the medium [231], whose precise value is currently only known from calculations for heavy quarks in \( N = 4 \) supersymmetric Yang-Mills theory. However, we are not in the position to estimate the uncertainty on this particular parameter and the corresponding uncertainty that this will determine on the final predictions. We conclude that more work is required on both the experimental and theoretical side to confirm this observation and its interpretation.

\(^2\)we refer here to Pb–Pb collisions at LHC energies; lower energies, \( \sqrt{s_{NN}} \lesssim 100 \) GeV, and/or asymmetric systems require a separate discussion, as mentioned before
Chapter 8

Outlook and Exploratory Studies

In this chapter, we will discuss the prospects for future measurements of anisotropic flow with ALICE during the next LHC Run and the results of two exploratory studies carried out during the completion of this dissertation.

8.1 Estimates for LHC Run 3

The ALICE experiment has planned an ambitious program of detector upgrades in view of the next LHC Run 3 (2021-2023), mostly driven by the necessity of increasing the readout capabilities and therefore exploit the high luminosities that the LHC will deliver. For Pb–Pb collisions, interaction rates will reach about 50 kHz, i.e. instantaneous luminosities of \( L = 6 \times 10^{27} \text{cm}^{-2}\text{s}^{-1} \), about ten times larger than during previous LHC Runs. The proposed ALICE upgrade aims at recording all available collisions, which amount to an integrated luminosity of about 10 nb\(^{-1}\); this number can be contrasted to what has been recorded so far (June 2018), about 0.3 nb\(^{-1}\) in total (for 0.6 nb\(^{-1}\) delivered). Moreover, of these 0.3 nb\(^{-1}\) only about 20 \( \mu \text{b}^{-1} \) fulfilled trigger\(^1\) and event selection criteria (Sec. 2.3.1); for this reason, the new read-out scheme will be mostly trigger-less, allowing to collect a much larger fraction of the foreseen 10 nb\(^{-1}\). All considered, the number of recorded events should increase by a factor of 50-1000, with the lower limit estimated from past ALICE performances. Other goals of the ALICE upgrade include improve track resolution at low \( p_T \) and enhance particle identification capabilities; for a complete overview, see [232].

For all measurements presented in this dissertation, most important will be the increase in available data, while other performance improvements (efficiency, event plane resolution, etc.) are quantitatively expected to play a minor role. Regarding measurements of energy dependence of anisotropic flow (Ch. 4), statistical uncertainties are already dominated by those of results at \( \sqrt{s_{\text{NN}}} = 2.76 \text{ TeV} \), therefore there will not be a benefit. Concerning measurements at \( \sqrt{s_{\text{NN}}} = 5.02 \text{ TeV} \), reduced statistical uncertainties will surely allow to extend the range of \( p_T \)-differential flow measurements up to 100 GeV/c and possibly above; however, it is unclear what additional information will this provide, as we already covered the \( p_T \) range separating single-track measurements from jet ones.

\(^1\)We refer here to all triggers usable for studies presented in this dissertation, i.e. including full tracking at mid-rapidity; these changed across the years, see [105].
New observables, we argue, will be better suited to answer the remaining questions on anisotropic flow at high $p_T$, e.g. those presented in [153].

Measurements of flow fluctuations (Ch. 5) will also benefit of improved statistics, allowing to extend the study presented in this dissertation to higher harmonics ($v_3, v_4, \ldots$), identified particles and, potentially, to probe even higher moments of the flow p.d.f.s, e.g. kurtosis. It is clear that such measurements will help constrain initial-state and hydrodynamic models; what is less clear is, quantitatively, if they will have a specific advantage with respect to available measurements. The analysis of the results presented in Sec. 5.4 by phenomenologists in the near future will hopefully answer these questions; for now, we argue that there are not sufficient elements to assess the importance of extending these studies to Run 3.

Results on CME with ESE (Ch. 6) and charge-dependent directed flow (Ch. 7), on the contrary, are currently strongly limited by statistical uncertainties and contain potentially unique information, as we argue in this dissertation. Therefore, we focus on these observables in the assessment of potential advantages of Run 3. In Sec. 6.4, Fig. 6.19 we show the upper limit on the CME fraction $f_{\text{CME}}$ (Eq. 6.33) extracted performing an ESE analysis on the charge difference of the three-particle correlator $\Delta\gamma$. We take as a representative result $f_{\text{CME}}$ in centrality 20-30% and estimate how uncertainties will be reduced with additional data (Fig. 8.1). These estimates assumes no variations in relevant boundary conditions: charged particle multiplicities, magnitude of $v_2$, event-plane resolution and potential CME signal; variations of the level of a few % are expected simply by the increase in collision energy, as discussed in Sec. 4.1, but they affect minorly these estimates. In such a case, statistical uncertainties are expected to scale simply as the inverse of the number of events. Projections at $N_{\text{events}} = 10^7, 10^8$ and $10^{10}$ in centrality 20-30% correspond to a total integrated luminosity of about 0.02, 0.1 and 10 nb$^{-1}$, respectively. We see that for an integrated luminosity of about 10 nb$^{-1}$ we will be able to set upper limits of less 1 % on a potential CME signal, with progressively bigger relative uncertainties arising from differences in $p_{\text{T},\text{CME}}$ from different initial-state models.

Similar estimates were performed for measurements of charge-dependent directed flow. In this case, we use a dedicated Monte Carlo simulation. The simulation does not include a full description of the detector response, for reasons of limited computational power, but does contain the most important elements: limited spectator-plane resolution, tuned to the measured one, number of reconstructed tracks (assuming no changes in the corresponding efficiency), a charge-independent $v_1$ plus a signal: $\Delta v_1 = 5 \times 10^{-5}$, as estimated in [211]. In Fig. 8.2 we see that in Run 3, with an integrated luminosity of about 10 nb$^{-1}$, we will be able to discriminate a signal with excellent statistical significance. Systematic uncertainties will then dominate, most importantly those on the ZDC performance; however, having observed these to be very much dependent on beam parameters and not knowing how these will be configured during Run 3, we cannot provide a reliable estimate.

Recently, it was suggested that heavy quarks, most relevantly charm ones, having a formation time of about 0.1 fm$/c$, might be much more sensitive to the early-time magnetic fields [233]. Estimates of a possible magnetic-induced charge-dependent directed flow were obtained, indicating a signal several orders of magnitudes larger than for light hadrons. Since the limited heavy-flavor meson multiplicities would be compensated by a much larger signal, the measurement could be experimentally feasible. In order to test if
Figure 8.1: Projections on upper limits on $f_{\text{CME}}$ (blue dots) as a function of number of events, extrapolating the upper limit in centrality 20-30% at $\sqrt{s_{\text{NN}}} = 2.76$ TeV (red dot). See text for details.
Figure 8.2: Projections on $\Delta v_1$ as a function of pseudorapidity $\eta$ for inclusive charged particles. See text for details.
this is the case, we perform similar estimates for Run 3, assuming the signal predicted in [233] ($\Delta v_1 = 3 \times 10^{-3}$). The most abundant heavy-flavor mesons are $D^0$: we expect to produce $2.3 \times 10^3$ $D^0$ mesons per minimum bias event in Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV [232]. If we factor in the branching ratio (3.8%) to the decay channel mostly used for reconstruction ($K^+\pi^-$) and the corresponding efficiency (5%) [234], we obtain about $4.4 \times 10^{-3}$ reconstructed $D^0$ per minimum bias event. The other simulation settings are fixed as previously discussed for inclusive charged particles. Also for $D^0$ mesons, assuming an integrated luminosity of 10 nb$^{-1}$, we will be able to measure $\Delta v_1$ with high statistical significance (Fig. 8.3). The systematic uncertainties are only indicative and are assigned based on measurements of $v_2$ of $D^0$ at the same collision energy [235]. Again, systematic uncertainties on the ZDC performance are not assigned and can be dominant.

We conclude that in the years following Run 3 (2021-2023) ALICE will have the potential to perform high-precision measurements of CME observables and charge-dependent directed flow, providing strong constraints and, in practical terms, definitive answers on both subjects. We also note that the validity of these predictions rests on the capabilities of the Collaboration of reaching the goals of the upgrade program.
8.2 Spectator and participant nucleons

Introduction

The number of nucleons taking part in the collision \(N_{\text{part}}\) can be estimated from the total number of spectator nucleons \(N_{\text{spec}}\) as

\[
N_{\text{part}} = 2A - N_{\text{spec}}
\]

where \(A\) is the mass number of the colliding ions. \(N_{\text{spec}}\) can be reconstructed, in principle, from the total energy deposited in the ZDC, with the neutron calorimeter (ZN) recording spectator neutrons \(N_{\text{spec}}^{n}\) and the proton one (ZP) recording spectator protons \(N_{\text{spec}}^{p}\)

\[
N_{\text{spec}} = N_{\text{spec}}^{n} + N_{\text{spec}}^{p}.
\]

In reality, two complications need to be taken into account. First, nuclear fragmentation mechanisms result in some spectator neutrons being bounded with spectator protons: these nuclear fragments are deflected by the magnetic field of the experiment and are subsequently lost in the beam pipe. The spectator neutrons arriving at the ZDC are therefore called single spectator neutrons \(N_{\text{spec}}^{n, \text{single}}\) and constitute only a fraction of \(N_{\text{spec}}^{n}\). The fractional loss of spectator neutrons is grows with \(N_{\text{spec}}\): is almost negligible in central collisions and is dominant in peripheral ones. Nevertheless, \(N_{\text{spec}}^{n, \text{single}}\) and \(N_{\text{spec}}^{n}\) are monotonically correlated up to a centrality of about 50% \[110\]. Secondly, for single spectator protons \(N_{\text{spec}}^{p, \text{single}}\), additional losses are expected due to the deflection of the magnetic field; these losses depend strongly on the LHC beam optics, irrespectively of event centralities, and on the longitudinal component of the nucleon Fermi momentum \[110\].

Due to these experimental complications, here we use only the neutron calorimeters to estimate \(N_{\text{spec}}\) and \(N_{\text{part}}\)

\[
N_{\text{part}} = 2A - N_{\text{spec}},
\]

where \(N\) is the neutron number of the colliding ions, \(E_{\text{ZNA}}\) \((E_{\text{ZNC}})\) the energy measured by the ZNA (ZNC) and \(E_{n}\) the beam energy per nucleon.

The estimation of \(N_{\text{part}}\) provides information complementary to centrality, which is based on total charged particle multiplicity (see Sec. 2.3.2). How basic bulk observables (anisotropic flow, \(p_{T}\) spectra), depend on \(N_{\text{part}}\) for a fixed multiplicity and/or impact parameter has never, to best of our knowledge, been measured.

The distribution of \(E_{\text{ZN}} = E_{\text{ZNA}} + E_{\text{ZNC}}\) as a function of centrality is shown in Fig. 8.4. For central collisions, up to a centrality of about 10%, we observe the expected proportionality: more peripheral events have lower \(\langle N_{\text{part}} \rangle\) and therefore higher \(\langle N_{\text{spec}}^{n} \rangle\). Brackets denote, here and in the following, an average over all events within a given centrality and/or \(E_{\text{ZN}}\) class. For mid-central and peripheral collisions the proportionality is progressively reduced and the correlation becomes negative above a centrality of about 50%, which indicates that nuclear fragmentation progressively becomes more important. For this study, we select events within narrow centrality intervals (1% width) and we divide them according to \(E_{\text{ZN}}\). For simplicity, we start by defining three classes, corresponding
to the 33% lowest, intermediate and highest fraction of $E_{ZN}$. We expect a higher (lower) $\langle N_{\text{part}} \rangle$ for the low (high) $E_{ZN}$ class at a fixed centrality.

**Bulk observables**

We first measure how anisotropic flow and $p_T$ spectra change between the low and high $E_{ZN}$ classes, using the 2010 data set of Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV (2 $\mu b^{-1}$). In Fig. 8.5 we show $v_2\{4\}$, integrated in the $p_T$ range $0 < p_T < 5$ GeV/$c$, as a function of centrality (top panel), together with the ratios between low/high $E_{ZN}$ class and the unbiased sample (bottom panel): we observe deviations of the order of 10% or less, with opposite signs in central and peripheral collisions. These deviations vanish at centrality of about 30%. No significant $p_T$ dependence is observed (Fig. 8.6). Results with $v_2\{2,|\Delta \eta| > 1\}$ (not shown here) are observed to be consistent. For higher harmonics ($v_3\{2,|\Delta \eta| > 1\}$ and $v_4\{2,|\Delta \eta| > 1\}$, not shown here), deviations are barely significant (less than 2%) and apparently of similar sign. Concerning $p_T$ spectra, shown in Fig. 8.7 for two extreme centrality classes, the deviations are of the order of 5% or less, with opposite signs at low $p_T$ ($p_T < 1$ GeV/$c$) and at higher $p_T$ ($p_T > 1$ GeV/$c$). Also here, the sign of these deviations is opposite between central and peripheral events and the switch happens at a centrality of about 32% (not shown here). We estimate that the variations in $v_2$ due to the change in $\langle p_T \rangle$ within $0.2 < p_T < 5$ GeV/$c$ between the different $E_{ZN}$ classes is of about 1% or less: the variations of $v_2$ and $p_T$ spectra can therefore be considered mostly independent. Other event variables (average multiplicity, primary vertex position) are observed to change by less than 2% between different $E_{ZN}$ classes.

We will now discuss possible interpretations of these observations. We assume a direct proportionality between $E_{ZN}$, $N_{\text{spec}}^a$ and $N_{\text{spec}}$, or, equivalently, anti-correlation between

---

**Figure 8.4:** Uncorrected ZN energy spectrum $E_{ZN} = E_{ZNA} + E_{ZNC}$ as a function of centrality in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV.
Figure 8.5: $v_2\{4\}$ as a function of centrality for different $E_{ZN}$ classes in Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV.

$E_{ZN}$ and $N_{\text{part}}$. All following statements refer to events with different $N_{\text{part}}$ but fixed final-state multiplicity, as set by the small centrality intervals, and therefore fixed total entropy. Concerning the geometry of the system and in particular $\varepsilon_2$, two mechanisms are at play, as already discussed: initial-state fluctuations and the geometry of the collision, which are approximately dominant in central and peripheral collisions, respectively. For central collisions, events with higher $N_{\text{part}}$ (lower $E_{ZN}$) are less elliptical (lower $\langle \varepsilon_2 \rangle$): the higher the number of nucleons uniformly distributed in a spherical area, the more they form an approximately spherical system. Vice-versa, the lower $N_{\text{part}}$ (higher $E_{ZN}$), the higher the chances that the nucleons are distributed in a system with a non-trivial shape, therefore with higher $\langle \varepsilon_2 \rangle$. For peripheral events, on the contrary, is the approximate almond-like shape of the overlapping area of the two colliding nuclei that determines $\varepsilon_2$; thus, the higher $N_{\text{part}}$, the closer the shape of the nucleon distribution will be to an almond, i.e. highly elliptical, following the same reasoning as before. Conversely, lower $N_{\text{part}}$ results in lower $\langle \varepsilon_2 \rangle$. We conclude that the centrality dependence of the variations of $v_2$ can be qualitatively understood from these simple geometrical arguments.

Concerning the changes in $\langle p_T \rangle$, the interpretation is unclear. The relevant control parameters that are modified varying $N_{\text{part}}$ for a given multiplicity are system size and energy density in the initial state, which are inversely related. Energy density is higher for lower $N_{\text{part}}$ at any given multiplicity, the same total energy being distributed on a smaller transverse area. The $\langle p_T \rangle$, in turn, has been observed to monotonically increase with transverse energy density from p-p to Pb-Pb collisions [236], irrespectively of event centrality. This would result in higher $\langle p_T \rangle$ for lower $N_{\text{part}}$ (higher $E_{ZN}$), as observed in central
Figure 8.6: $v_2/(1/n)$ for different centralities and $E_{NN}$ classes in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV.
collisions. However, the opposite is observed in peripheral collisions, which is inconsistent with this general expectation. Variations in the relative contribution of soft/collective and (semi-)hard processes to final-state multiplicity as a function of event centrality can also play a role; unfortunately, their dependence on $N_{\text{part}}$ is not well understood. Future work will hopefully expand and explain these observations.

CME observables

We also note that selecting events in classes of $E_{ZN}$ can modify the average number of spectator protons ($N_{\text{spec}}^p$) and, therefore, the strength of the magnetic field $\vec{B}$. Unfortunately, the correlation between $N_{\text{spec}}^p$ and $N_{\text{spec}}^n$ at a fixed multiplicity is not clear, precisely because the exact relationship between $N_{\text{part}}$ and multiplicity is unknown. This can be explained by discussing two opposite scenarios: if we assume that the multiplicity only depends on $N_{\text{part}}$, fixing one equals to fixing the other. At the same time, $N_{\text{spec}}$ is also fixed by $N_{\text{part}}$ (Eq. 8.4). It is then clear that there would be a negative correlation between $N_{\text{spec}}^p$ and $N_{\text{spec}}^n$ at fixed centrality. If, on the contrary, the multiplicity only depends on the number of binary nucleon-nucleon collisions $N_{\text{coll}}$, fixing the latter and selecting events with higher $N_{\text{spec}}^p$, would imply lower $N_{\text{part}}$ (less nucleon undergoing more collisions) and, in general, higher $N_{\text{spec}}^n$. The correlation between $N_{\text{spec}}^p$ and $N_{\text{spec}}^n$ would then be positive. At the moment, we do not have a model-independent procedure to relate $N_{\text{part}}$, $N_{\text{coll}}$ and multiplicity. The correlation between $E_{ZN}$ and the total energy deposited in the ZP ($E_{ZP} = E_{ZPA} + E_{ZPC}$) is positive (Fig. 8.8), but without knowing the contribution of fragmentation, which is expected to be large and of positive sign (more and/or bigger nuclear fragments being produced in one collision results in higher $N_{\text{spec, single}}^p$ and $N_{\text{spec, single}}^n$), it is impossible to conclude much.

Notwithstanding this issue, we still expect some relationship between $N_{\text{spec}}^p$ and $N_{\text{spec}}^n$, possibly dependent on centrality, and we therefore expect different $E_{ZN}$ classes to have different $\langle \vec{B} \rangle$. We therefore perform a simple measurement of the three-particle correlator.
8.2. SPECTATOR AND PARTICIPANT NUCLEONS

Figure 8.8: Pearson correlation coefficient between $E_{ZN}$ and $E_{ZP}$, defined as $\rho = \frac{\text{cov}(E_{ZN}, E_{ZP})}{\sigma_{E_{ZN}} \sigma_{E_{ZP}}}$, as a function of centrality in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV.

Figure 8.9: $\gamma_{\alpha\beta}$ as a function of centrality for different $E_{ZN}$ classes in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV.
Figure 8.10: $\Delta \gamma$ scaled by average charged particle density $\langle dN_{\text{ch}}/d\eta \rangle$ and elliptic flow $\langle v_2 \rangle$ as a function of $E_{\text{ZDC}} = (E_{ZNA} + E_{ZNC})/(2E_n)$ for different centralities in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$ TeV.
8.3. LABELLED MULTI-PARTICLE CORRELATORS AND CUMULANTS

\( \gamma_{\alpha \beta} \) in different \( E_{ZN} \) classes, this time defined in intervals of 20\% width (Fig. 8.9), using the 2010 data set of Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \) TeV (2 \( \mu b^{-1} \)). In particular, we are interested in the difference between the same- and opposite-charge pair correlators \( \Delta \gamma \), as explained in Sec. 6.1. \( \Delta \gamma \) was observed to scale with multiplicity and to depend linearly on \( v_2 \) (Fig. 6.4). Therefore, in order to isolate the genuine dependence on \( E_{ZN} \), we scale \( \Delta \gamma \) by the mean multiplicity and \( v_2 \) in each \( E_{ZN} \) class and we analyse its dependence on \( E_{ZN} \) (Fig. 8.10): no significant dependence is observed within statistical uncertainties.

We note that while such measurement will benefit from the larger data set currently available at \( \sqrt{s_{NN}} = 5.02 \) TeV, its fundamental limit stands in the understanding of the correlation between \( N_p^{\text{spec}} \) and \( N_n^{\text{spec}} \) at a given centrality. Still, if this can be properly modelled, upper limits on the CME signal fraction in \( \Delta \gamma \) can be extracted.

### 8.3 Labelled multi-particle correlators and cumulants

#### Algorithmic implementation

Multi-particle azimuthal cumulants [124] are a widely used experimental method to disentangle few-body correlations from many-body ones, which carry information on collective dynamics. Cumulants can be defined in terms of correlators, which can be efficiently computed from \( Q \)-vectors via the Generic Framework (GF) algorithms [122], especially when direct implementation of analytic formulae is unpractical, as discussed in Sec. 3.1.1. One limitation of the GF algorithms is that correlators must be computed from one common set of particles, whereas in some cases one would wish to correlate particles from disjoint or overlapping subsets. For some of those cases, analytic solutions have been previously derived, e.g. the so-called differential cumulants [122] and subevent cumulants [188]. A general solution to the problem was already found [241], but it is not immediately applicable to weighted \( Q \)-vectors, which is the case of interest. Here, we present a generalization of the GF algorithms which enables to automatically compute \( n \)-particle correlators between \( n \) or less sub-sets, with \( n = 2, \ldots, \infty \), without the need of lengthy analytic formulae, in terms of weighted \( Q \)-vectors. In particular, those sub-sets can be completely overlapping or disjoint. We call these correlators *labelled* multi-particle correlators. Following the same notation and conventions of [122], we define a labelled \( Q \)-vector as

\[
Q_{n,c}^s = \sum_{j=1}^{M_s} w_j^c e^{i n_j \phi_j}, \tag{8.5}
\]

where \( n \) is the harmonic number, \( c \) an integer exponent, \( s \) is an index indicating from which sub-set of particles the \( Q \)-vector is built (not to be confused with an exponent), \( M_s \) is the multiplicity of such sub-set and \( w \) are particle weights (generically dependent on any particle variable). We can then define a labelled multi-particle correlator \( \langle m \rangle_{n_1, \ldots, n_m}^{s_1, \ldots, s_m} \) in harmonics \( n_1, \ldots, n_m \) and sub-sets \( s_1, \ldots, s_m \) with multiplicities \( M_{s_1}, \ldots, M_{s_m} \) as

\[
\langle m \rangle_{n_1, \ldots, n_m}^{s_1, \ldots, s_m} = \langle e^{i (n_1 \phi_1^{s_1} + \ldots + n_m \phi_m^{s_m})} \rangle
\]
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\[
\sum_{j_1, \ldots, j_m = 1 \atop j_1 \neq j_2 \neq \ldots \neq j_m} w_{j_1} \ldots w_{j_m} e^{i(n_1 \varphi_{j_1} + \ldots + n_m \varphi_{j_m})} - \sum_{j_1, \ldots, j_m = 1 \atop j_1 \neq j_2 \neq \ldots \neq j_m} w_{j_1} \ldots w_{j_m} \right) ,
\]

(8.6)

where each index \( j_i \) runs over \( M_{s_i} \) particles belonging to sub-set \( s_i \). The expressions in the numerator \( N(m)_{n_1, \ldots, n_m}^{s_1, \ldots, s_m} \) and the denominator \( D(m)_{n_1, \ldots, n_m}^{s_1, \ldots, s_m} \) of Eq. 8.6 are trivially related: \( D(m)_{n_1, \ldots, n_m}^{s_1, \ldots, s_m} = N(m)_{0, \ldots, 0} \). Therefore, we focus only on the numerator

\[
N(m)_{n_1, \ldots, n_m}^{s_1, \ldots, s_m} = \sum_{j_1, \ldots, j_m = 1 \atop j_1 \neq j_2 \neq \ldots \neq j_m} w_{j_1} \ldots w_{j_m} e^{i(n_1 \varphi_{j_1} + \ldots + n_m \varphi_{j_m})} .
\]

(8.7)

We derive the following recursive formula to automatically calculate \( N(m)_{n_1, \ldots, n_m}^{s_1, \ldots, s_m} \) from labelled \( Q \)-vectors, starting from Eq. 25-26 of [122]; in pseudo-code, it reads

\[
N(1)^{s_1}_{n_1}(\{c_1\}) : \text{return } Q_{n_1,c_1}^{s_1} \\
N(m)^{s_1, \ldots, s_m}_{n_1, \ldots, n_m}(\{c_1, \ldots, c_m\}) : \\
C \leftarrow Q_{n_m,c_m}^m \times N(m - 1)^{s_1, \ldots, s_{m-1}}_{n_1, \ldots, n_{m-1}}(\{c_1, \ldots, c_{m-1}\}) \\
\text{if } c_m \leq 1 \text{ then} \\
\quad \text{for } i \leftarrow 1, m - 1 \text{ do} \\
\quad \quad \text{if } s_i \leq s_m \text{ or } s_i \geq s_m \text{ then} \\
\quad \quad \quad C \leftarrow C - c_i \times N(m - 1)^{s_1, \ldots, s_{m-1}}_{n_1, \ldots, n_i + n_m, \ldots, n_{m-1}}(\{c_1, \ldots, c_i + 1, \ldots, c_{m-1}\}) \\
\quad \quad \text{end if} \\
\quad \text{end for } i \\
\text{end if} \\
\text{return } C ,
\]

(8.8)

where initially all \( c_i = 1 \). We test the algorithm with a simple Monte Carlo simulation in which we generate two sets of particles, \( A \) and \( B \), azimuthally distributed according to different flow coefficients (Tab. 8.1). For each event, \( M_A = M_B = 500 \); the total number of events is \( 3 \times 10^4 \). We define two types of labelled multi-particle correlators

\[
\langle m \rangle_n^{\text{def}} = \langle e^{i(n_1 \varphi_{1} A + \ldots + n_m \varphi_{m} A)} \rangle = \langle (v_n A + v_n B)/2 \rangle^m ,
\]

(8.9)

\[
\langle m \rangle_n^{\text{mix}} = \langle e^{i(n_2 B A + \ldots + n_m A B)} \rangle = \langle v_n B \rangle^{m-1} ,
\]

(8.10)

In words, \( \langle m \rangle_n^{\text{def}} \) is the default \( m \)-particle correlator between all particles \( (A \cup B) \) and \( \langle m \rangle_n^{\text{mix}} \) correlates 1 particle from \( B \) with \( m - 1 \) particles from \( A \). In Fig. 8.11 we show that, both for \( \langle m \rangle_n^{\text{def}} \) (blue) and \( \langle m \rangle_n^{\text{mix}} \) (red), we correctly measure the expected values (dashed lines), for any order \( m \).

We conclude that the proposed algorithm correctly and efficiently computes any \( m \)-particle correlator between \( m \) arbitrary subsets. With respect to previous approaches [188, 122], we stress that this method requires no analytic formulas, which are cumbersome.
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<table>
<thead>
<tr>
<th></th>
<th>(v_2)</th>
<th>(v_3)</th>
<th>(v_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.09</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>B</td>
<td>0.11</td>
<td>0.10</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 8.1: Flow coefficients for particle sets A and B.

Figure 8.11: Multi-particle correlators \(\langle m \rangle_n^{\text{def}}\) (blue) and \(\langle m \rangle_n^{\text{mix}}\) (red) measured with the algorithm defined in Eq. 8.8. Dashed blue lines show expected values. See text for definitions.

already for correlators of order 4 and become unpractical for higher order ones. Moreover, equally to the GF, analytic corrections for non uniformities in detector acceptance and efficiency can be easily implemented through particle weights.

Once multi-particle correlators are computed, it is possible to isolate the corresponding multi-particle cumulants, i.e. the contribution to \(\langle m \rangle_n^{s_1,...,s_m}\) involving all \(m\) particles. This is what effectively removes few-body correlations, which is the intrinsic advantage of using the multi-particle cumulant method. The general procedure to isolate cumulants \(c\{m\}\) from correlators \(\langle m \rangle\) is encoded in Kubo’s formula [237]

\[
c\{m\} = \sum (l-1)(-1)^{l-1} \sum_{\sum_{i=1}^{l} n_i = \{m\}} \Pi_{i=1}^{l} \langle n_i \rangle. (8.11)
\]

Note that, with respect to the previous notation, indices referring to harmonic number and sub-set are absorbed in the index \(l\), without any loss of generality. Bilandzic first implemented Eq. 8.11 in Mathematica [238], which can be found in Appendix J of his doctoral dissertation [239], together with a thorough explanation of its meaning. Here, we use Bilandzic’s implementation to isolate the multi-particle cumulants presented in the following sections, which we will call by analogy *labelled* multi-particle cumulants.
Correlated flow fluctuations

As extensively discussed in Sec. 5.1, cumulants have different sensitivities to anisotropic flow fluctuations. In the case of differential cumulants, which involve particles from different sub-sets, the correlation between the fluctuations of anisotropic flow of those different sub-sets also plays a role. In particular, two- and four-particle differential cumulants have either positive or negative contributions due to precisely this correlation [122]. These differential cumulants, in the notation of the previous section, can be defined as

\[ v_A\{2\} = \frac{\langle v_A^2 \rangle}{\sqrt{\langle v_B^2 \rangle}} \]
\[ v_A\{4\} = \frac{-\langle 4A,B,B,B \rangle + 2\langle 2A,B \rangle \langle 2B \rangle}{(-\langle 4B,B,B,B \rangle)^{3/4}} = -\frac{-\langle v_A v_B^3 \rangle + 2\langle v_A v_B \rangle \langle v_B^2 \rangle}{\langle v_B^2 \rangle^{3/4}} \]

where we label the two sub-sets of interest A and B. We also omit the harmonic number at the subscript, since the following discussion applies to any harmonic. These differential cumulants can be approximated, in the limit \( \sigma_v^2/\langle v^2 \rangle \ll 1 \), as [122]

\[ v_A\{2\} \approx \langle v_A \rangle \left( 1 + \rho \frac{\sigma_{v_A} \sigma_{v_B}}{\langle v_A \rangle \langle v_B \rangle} - \frac{1}{2} \frac{\sigma_{v_B}^2}{\langle v_B \rangle^2} \right), \]
\[ v_A\{4\} \approx \langle v_A \rangle \left( 1 - \rho \frac{\sigma_{v_A} \sigma_{v_B}}{\langle v_A \rangle \langle v_B \rangle} + \frac{1}{2} \frac{\sigma_{v_B}^2}{\langle v_B \rangle^2} \right), \]

where \( \rho \) is the Pearson correlation coefficient between \( v_A \) and \( v_B \), which quantifies how their fluctuations are correlated. If we take the common case in which \( B \) corresponds to all charged particles, which implies \( \sigma_B \) and \( \langle v_B \rangle \) to be known \( ^2 \), while \( A \) is a sub-set of particles that we want to study, the information that we can potentially extract comparing different differential cumulants are \( \sigma_A \), \( \langle v_A \rangle \) and \( \rho \). It is clear that we cannot derive all three variables only from \( v_A\{2\} \) and \( v_A\{4\} \). We argue that measuring other labelled multi-particle cumulants, involving different numbers of particles from \( A \) and \( B \), can help in this regard. For instance, following the same lines of [122], we can derive what is the expected contribution of fluctuations to the cumulant

\[ v_{A,A}\{4\} \equiv \frac{-\langle 4A,A,B,B \rangle + 2\langle 2A,B \rangle \langle 2A,B \rangle}{\langle 2A,B \rangle} = -\frac{-\langle v_A^2 v_B^3 \rangle + 2\langle v_A v_B \rangle \langle v_B^2 \rangle}{\langle v_B^2 \rangle}. \]

Assuming again \( \sigma_v^2/\langle v^2 \rangle \ll 1 \), which implies

\[ \langle f(x) \rangle \approx f(\langle x \rangle) + \frac{\sigma_f^2}{2} f''(\langle x \rangle), \]
\[ \sigma_{f(x)} \approx (f'(\langle x \rangle))^2 \sigma_x, \]

we see that the various terms can be approximated as

\[ \langle v_A^2 v_B^2 \rangle = \langle v_A^2 \rangle \langle v_B^2 \rangle + \rho' \sigma_{v_A}^2 \sigma_{v_B}^2 = (\langle v_A^2 \rangle + \sigma_{v_A}^2)(\langle v_B^2 \rangle + \sigma_{v_B}^2) + 16 \rho' \langle v_A^2 \rangle \langle v_B^2 \rangle \sigma_{v_A} \sigma_{v_B} \approx \langle v_A^2 \rangle^2 \langle v_B^2 \rangle^2 + \langle v_A^2 \rangle \sigma_{v_B}^2 + \langle v_B^2 \rangle \sigma_{v_A}^2 + \sigma_{v_A}^2 \sigma_{v_B}^2; \]

\( ^2 \)This is certainly true for elliptic flow; for higher harmonics, it remains to be done.
\begin{align}
\langle v_A v_B \rangle &= \langle v_A \rangle \langle v_B \rangle + \rho \sigma_{v_A} \sigma_{v_B}, \quad (8.17)
\end{align}

where \( \rho' \) is the correlation coefficient between \( v_A^2 \) and \( v_B^2 \). Hence, \( v_{A,A}\{4\} \) reduces to

\begin{align}
v_{A,A}\{4\} &= \frac{\langle v_A \rangle^2 \langle v_B \rangle^2}{\langle v_B \rangle^2} + 4 \rho \langle v_A \rangle \langle v_B \rangle \sigma_{v_A} \sigma_{v_B} - \langle v_A \rangle^2 \sigma_{v_B}^2 - \langle v_B \rangle^2 \sigma_{v_A}^2 \\
&\approx \langle v_A \rangle^2 \left( 1 + 4 \rho \frac{\sigma_{v_A} \sigma_{v_B}}{\sigma_{v_A} \sigma_{v_B}} - \frac{\sigma_{v_A}^2}{\langle v_A \rangle^2} - \frac{\sigma_{v_B}^2}{\langle v_B \rangle^2} \right) \left( 1 - \frac{\sigma_{v_B}^2}{\langle v_B \rangle^2} \right) \\
&\approx \langle v_A \rangle^2 \left( 1 + 4 \rho \frac{\sigma_{v_A} \sigma_{v_B}}{\sigma_{v_A} \sigma_{v_B}} - \frac{\sigma_{v_A}^2}{\langle v_A \rangle^2} - 2 \frac{\sigma_{v_B}^2}{\langle v_B \rangle^2} \right). \quad (8.18)
\end{align}

Along the same lines, one can compute the contribution of flow fluctuations and their correlation in higher-order labelled multi-particle cumulants. We speculate that it is possible to extract all desired information (\( \sigma_A, \langle v_A \rangle \) and \( \rho \)) from a combined analysis of three or more of such cumulants. Experimentally, one limitation consists in having a consistent fraction of events in which more than one particle \( A \) is detected or reconstructed, which is not always possible in practice. Another limitation - which we completely ignored for the sake of simplicity - consists in having a consistent event plane decorrelation between \( A \) and \( B \), whose contribution should be properly evaluated.

### CME observables

Where else can labelled multi-particle cumulants find meaningful application? A case study that we propose is the CME. The potential advantages are clear: known correlators are plagued by background, specifically in the form of LCC, which is a few-particle effect (see Sec. 6.1). Higher order cumulants will be progressively less affected by such background and can reveal if a genuine, collective CME signal is present or not. We emphasize the use of the word collective here: as discussed in Sec. 1.5, the intrinsic multiplicity of separated charges is still unknown and can be small compared to the total one, which would make the CME a few-particle effect. Yet, the exclusion of a collective CME signal constitutes potentially interesting information.

We can define a large number of charge-dependent multi-particle cumulants sensitive to CME, involving the first harmonic and any number of other ones. However, we know that symmetry planes of harmonics \( n > 2 \) are determined by initial-state fluctuations and are therefore mostly uncorrelated with the direction of the magnetic field. The only ones to be partially correlated are \( \Psi_2 \), as extensively studied in Sec. 6.3, and \( \Psi_1 \), as discussed in Sec. 7.1. Thus, we limit the discussion to charge-dependent multi-particle cumulants involving the first and the second harmonic. They are defined, up to order 7, in Eq. 8.19-8.29, where the numbers at the subscript in the right-hand side of the equations are arbitrary indices associated to the charge of the particle under consideration (more in general, to the particle sub-set, irrespectively of how it is defined). Note that Eq. 8.19 and 8.20 correspond to the two- and three-particle correlators \( \delta_{\alpha,\beta} \) and \( \gamma_{\alpha,\beta} \), respectively. In the absence of directed flow (\( v_1 = 0 \), both charge-dependent and charge-independent), the CME signal \( a_1 \) can be extracted from the various cumulants as in Eq. 8.30-8.40, where we assume to correlate particles of defined charge (either positive or negative) for the first harmonic and particles of any charge (both positive and negative) for the second harmonic, e.g. \( c\{3\}_{2,-1,-1} = \gamma_{\alpha,\beta} = \langle \cos(2\varphi_1 - \varphi_2^+ - \varphi_3^-) \rangle \). Decorrelation between \( \Psi_B \),
\( \Psi_1 \) and \( \Psi_2 \) will have different contributions in the different cumulants. We note that some of these cumulants can also be used to study charge-dependent directed flow with respect to the first or second order symmetry planes. Their potential and limitations will hopefully be investigated in future studies.

\[
\begin{align*}
 c\{2\}_{1,-1} &\equiv \langle \cos(\varphi_1 - \varphi_2) \rangle = \delta_{1,2}, \quad (8.19) \\
 c\{3\}^{\gamma}_{2,-1,-1} &\equiv \langle \cos(2\varphi_1 - \varphi_2 - \varphi_3) \rangle = \gamma_{2,3}, \quad (8.20) \\
 c\{4\}^{\gamma}_{1,1,-1,-1} &\equiv \langle \cos(\varphi_1 + \varphi_2 - \varphi_3 - \varphi_4) \rangle \\
 &\quad - \langle \cos(\varphi_1 - \varphi_3) \rangle \langle \cos(\varphi_2 - \varphi_4) \rangle \\
 &\quad - \langle \cos(\varphi_1 - \varphi_4) \rangle \langle \cos(\varphi_2 - \varphi_3) \rangle, \quad (8.21) \\
 c\{5\}^{\gamma}_{2,1,-1,-1} &\equiv \langle \cos(2\varphi_1 + \varphi_2 - \varphi_3 - \varphi_4 - \varphi_5) \rangle \\
 &\quad - \langle \cos(2\varphi_1 - \varphi_3 - \varphi_4) \rangle \langle \cos(\varphi_2 - \varphi_5) \rangle \\
 &\quad - \langle \cos(2\varphi_1 - \varphi_3 - \varphi_5) \rangle \langle \cos(\varphi_2 - \varphi_4) \rangle \\
 &\quad - \langle \cos(2\varphi_1 - \varphi_4 - \varphi_5) \rangle \langle \cos(\varphi_2 - \varphi_3) \rangle, \quad (8.22) \\
 c\{5\}^{\gamma}_{2,2,-2,-1,-1} &\equiv \langle \cos(2\varphi_1 + 2\varphi_2 - 2\varphi_3 - 4\varphi_4 - 2\varphi_5) \rangle \\
 &\quad - \langle \cos(2\varphi_1 - \varphi_4 - \varphi_5) \rangle \langle \cos(2\varphi_2 - 2\varphi_3) \rangle, \quad (8.23) \\
 c\{6\}^{\gamma}_{1,1,1,-1,-1,-1} &\equiv \langle \cos(\varphi_1 + \varphi_2 + \varphi_3 - \varphi_4 - \varphi_5 - \varphi_6) \rangle \\
 &\quad - \langle \cos(\varphi_1 + \varphi_2 - \varphi_4 - \varphi_5) \rangle \langle \cos(\varphi_3 - \varphi_6) \rangle \\
 &\quad - \langle \cos(\varphi_1 + \varphi_2 - \varphi_4 - \varphi_6) \rangle \langle \cos(\varphi_3 - \varphi_5) \rangle \\
 &\quad - \langle \cos(\varphi_1 + \varphi_3 - \varphi_4 - \varphi_5) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \\
 &\quad - \langle \cos(\varphi_1 + \varphi_3 - \varphi_4 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_5) \rangle \\
 &\quad - \langle \cos(\varphi_1 + \varphi_3 - \varphi_5 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_4) \rangle \\
 &\quad - \langle \cos(\varphi_2 + \varphi_3 - \varphi_4 - \varphi_5) \rangle \langle \cos(\varphi_1 - \varphi_6) \rangle \\
 &\quad - \langle \cos(\varphi_2 + \varphi_3 - \varphi_5 - \varphi_6) \rangle \langle \cos(\varphi_1 - \varphi_4) \rangle \\
 &\quad - \langle \cos(\varphi_2 + \varphi_3 - \varphi_5 - \varphi_6) \rangle \langle \cos(\varphi_1 - \varphi_4) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_4) \rangle \langle \cos(\varphi_2 - \varphi_5) \rangle \langle \cos(\varphi_3 - \varphi_6) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_4) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \langle \cos(\varphi_3 - \varphi_5) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_4) \rangle \langle \cos(\varphi_3 - \varphi_5) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_4) \rangle \langle \cos(\varphi_3 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_5) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_5) \rangle \langle \cos(\varphi_2 - \varphi_4) \rangle \langle \cos(\varphi_3 - \varphi_6) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_5) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \langle \cos(\varphi_3 - \varphi_4) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_5) \rangle \langle \cos(\varphi_2 - \varphi_4) \rangle \langle \cos(\varphi_3 - \varphi_6) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_5) \rangle \langle \cos(\varphi_3 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_4) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_4) \rangle \langle \cos(\varphi_3 - \varphi_5) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_5) \rangle \langle \cos(\varphi_3 - \varphi_4) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_5) \rangle \langle \cos(\varphi_3 - \varphi_4) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \langle \cos(\varphi_3 - \varphi_4) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_6) \rangle \langle \cos(\varphi_3 - \varphi_4) \rangle \langle \cos(\varphi_2 - \varphi_5) \rangle \\
 &\quad + 2\langle \cos(\varphi_1 - \varphi_6) \rangle \langle \cos(\varphi_3 - \varphi_4) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \\ 
\end{align*}
\]
\[ c\{6\}_{2,2,1,-1,-1,-1} \equiv \langle \langle \cos(2\varphi_1 + 2\varphi_2 - \varphi_3 - \varphi_4 - \varphi_5 - \varphi_6) \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 - \varphi_3 - \varphi_4) \rangle \rangle \langle \langle 2\varphi_2 - \varphi_5 - \varphi_6 \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 - \varphi_3 - \varphi_5) \rangle \rangle \langle \langle 2\varphi_2 - \varphi_4 - \varphi_6 \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 - \varphi_3 - \varphi_6) \rangle \rangle \langle \langle 2\varphi_2 - \varphi_4 - \varphi_5 \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 - \varphi_4 - \varphi_5) \rangle \rangle \langle \langle 2\varphi_2 - \varphi_3 - \varphi_6 \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 - \varphi_4 - \varphi_6) \rangle \rangle \langle \langle 2\varphi_2 - \varphi_3 - \varphi_5 \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 - \varphi_5 - \varphi_6) \rangle \rangle \langle \langle 2\varphi_2 - \varphi_3 - \varphi_4 \rangle \rangle \], \quad (8.24)

\[ c\{6\}_{2,1,1,-2,-1,-1} \equiv \langle \langle \cos(2\varphi_1 + \varphi_2 + \varphi_3 - 2\varphi_4 - \varphi_5 - \varphi_6) \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 + \varphi_2 + \varphi_3 - 2\varphi_4 - \varphi_5 - \varphi_6) \rangle \rangle \langle \langle 2\varphi_2 - \varphi_3 - \varphi_6 \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 + \varphi_2 - 2\varphi_4 - \varphi_5) \rangle \rangle \langle \langle \cos(\varphi_3 - \varphi_6) \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 + \varphi_2 - 2\varphi_4 - \varphi_5) \rangle \rangle \langle \langle \cos(\varphi_3 - \varphi_6) \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 + \varphi_2 - 2\varphi_4 - \varphi_5) \rangle \rangle \langle \langle \cos(\varphi_3 - \varphi_6) \rangle \rangle \]
\[-\langle \langle \cos(2\varphi_1 + \varphi_2 - 2\varphi_4 - \varphi_5) \rangle \rangle \langle \langle \cos(\varphi_3 - \varphi_6) \rangle \rangle \], \quad (8.25)\]
\[ c\{7\}_{2,1,1,-1,-1,-1,-1} \equiv \langle \cos(2\varphi_1 + \varphi_2 + \varphi_3 - \varphi_4 - \varphi_5 - \varphi_6 - \varphi_7) \rangle \\
\quad - \langle \cos(2\varphi_1 + \varphi_2 - \varphi_4 - \varphi_5 - \varphi_6) \rangle \langle \cos(2\varphi_4 - \varphi_2 - \varphi_3) \rangle \\
+ 2\langle \cos(\varphi_2 - \varphi_6) \rangle \langle \cos(2\varphi_2 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \\
+ 2\langle \cos(\varphi_2 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle \langle \cos(\varphi_2 - \varphi_6) \rangle. \tag{8.26} \]
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\[ + 2\langle\langle \cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_2 - \varphi_4)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_5)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_2 - \varphi_5)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_4)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_4)\rangle\rangle \langle\langle \cos(\varphi_2 - \varphi_5)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_5)\rangle\rangle \langle\langle \cos(\varphi_2 - \varphi_4)\rangle\rangle , \quad (8.27) \]

\[ c\{7\}_{2,2,1,-2,-1,-1,-1} \equiv \langle\langle \cos(2\varphi_1 + 2\varphi_2 + 2\varphi_3 - 2\varphi_4 - 2\varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \]
\[ - \langle\langle \cos(2\varphi_1 + 2\varphi_2 - 2\varphi_4 - \varphi_5 - \varphi_6)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_7)\rangle\rangle \]
\[ - \langle\langle \cos(2\varphi_1 + 2\varphi_2 - 2\varphi_4 - \varphi_5 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_6)\rangle\rangle \]
\[ - \langle\langle \cos(2\varphi_1 + 2\varphi_2 - 2\varphi_4 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_5)\rangle\rangle \]
\[ - \langle\langle \cos(2\varphi_1 + 2\varphi_3 - 2\varphi_4 - \varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(2\varphi_2 - 2\varphi_4)\rangle\rangle \]
\[ - \langle\langle \cos(2\varphi_2 + \varphi_3 - \varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(2\varphi_1 - 2\varphi_4)\rangle\rangle \]
\[ - \langle\langle \cos(2\varphi_2 + \varphi_3 - \varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(2\varphi_1 - 2\varphi_5 - \varphi_7)\rangle\rangle \]
\[ - \langle\langle \cos(2\varphi_2 + \varphi_3 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(2\varphi_1 - 2\varphi_6 - \varphi_7)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 + 2\varphi_2 - 2\varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_4)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 + 2\varphi_2 - 2\varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_4)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 - 2\varphi_2 - 2\varphi_3 - \varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(2\varphi_1 - 2\varphi_3 - \varphi_7)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 - 2\varphi_2 - 2\varphi_3 - \varphi_5 - \varphi_7)\rangle\rangle \langle\langle \cos(2\varphi_1 - 2\varphi_3 - \varphi_6 - \varphi_7)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_1 - 2\varphi_2 - 2\varphi_3 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(2\varphi_1 - 2\varphi_3 - \varphi_5 - \varphi_7)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_2 - 2\varphi_3 - \varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_5)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_2 - 2\varphi_3 - \varphi_5 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_5)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_2 - 2\varphi_3 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_6)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_2 - 2\varphi_3 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_6)\rangle\rangle \]
\[ + 2\langle\langle \cos(2\varphi_2 - 2\varphi_3 - \varphi_6 - \varphi_7)\rangle\rangle \langle\langle \cos(\varphi_3 - \varphi_6)\rangle\rangle , \quad (8.28) \]
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\[ + 2\langle\cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_2 - 2\varphi_4)\rangle\langle\cos(2\varphi_3 - 2\varphi_5)\rangle \\
+ 2\langle\cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_2 - 2\varphi_5)\rangle\langle\cos(2\varphi_3 - 2\varphi_4)\rangle \\
+ 2\langle\cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_3 - 2\varphi_4)\rangle\langle\cos(2\varphi_2 - 2\varphi_5)\rangle \\
+ 2\langle\cos(2\varphi_1 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_3 - 2\varphi_5)\rangle\langle\cos(2\varphi_2 - 2\varphi_4)\rangle \\
+ 2\langle\cos(2\varphi_2 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_1 - 2\varphi_5)\rangle\langle\cos(2\varphi_3 - 2\varphi_4)\rangle \\
+ 2\langle\cos(2\varphi_2 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_3 - 2\varphi_4)\rangle\langle\cos(2\varphi_1 - 2\varphi_5)\rangle \\
+ 2\langle\cos(2\varphi_3 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_1 - 2\varphi_4)\rangle\langle\cos(2\varphi_2 - 2\varphi_5)\rangle \\
+ 2\langle\cos(2\varphi_3 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_2 - 2\varphi_4)\rangle\langle\cos(2\varphi_1 - 2\varphi_5)\rangle \\
+ 2\langle\cos(2\varphi_3 - \varphi_6 - \varphi_7)\rangle\langle\cos(2\varphi_3 - 2\varphi_4)\rangle\langle\cos(2\varphi_1 - 2\varphi_5)\rangle, \quad (8.29) \]

\[ a_{1\{2\}} \equiv \sqrt[2]{c_{\{2\},-1}}, \quad (8.30) \]
\[ a_{1\{3\}} \equiv \sqrt[2]{c_{\{3\},-1,-1}}, \quad (8.31) \]
\[ a_{1\{4\}} \equiv \sqrt[4]{c_{\{4\},-1,-1,-1}}, \quad (8.32) \]
\[ a_{1\{5\}} \equiv \sqrt[4]{\frac{1}{2} c_{\{5\},2,-1,-1,-1}}, \quad (8.33) \]
\[ a_{1\{5\}'} \equiv \sqrt[2]{c_{\{5\},2,-2,-1,-1}}, \quad (8.34) \]
\[ a_{1\{6\}} \equiv \sqrt[6]{c_{\{6\},-1,-1,-1,-1}}, \quad (8.35) \]
\[ a_{1\{6\}'} \equiv \sqrt[4]{\frac{1}{5} c_{\{6\},2,-1,-1,-1,-1}}, \quad (8.36) \]
\[ a_{1\{6\}''} \equiv \sqrt[4]{c_{\{6\},2,-2,-1,-1,-1}}, \quad (8.37) \]
\[ a_{1\{7\}} \equiv \sqrt[11]{\frac{1}{11} c_{\{7\},2,-1,-1,-1,-1}}, \quad (8.38) \]
\[ a_{1\{7\}'} \equiv \sqrt[2]{\frac{1}{2} c_{\{7\},2,-2,-1,-1,-1}}, \quad (8.39) \]
\[ a_{1\{7\}''} \equiv \sqrt[4]{\frac{1}{4} c_{\{7\},2,-2,-2,-1,-1}}. \quad (8.40) \]
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Summary

In this dissertation, we present a set of measurements of anisotropic flow in heavy-ion collisions, aimed at investigating the properties of hot and dense QCD matter. We analyse data collected by the ALICE experiment at the LHC between 2010 and 2015, colliding lead ions ($^{208}$Pb) at a center-of-mass energy per nucleon of a few TeV.

Anisotropic flow quantifies the degree of anisotropy in the azimuthal distribution of momenta of particles produced in the collision and provides information on collective dynamics of the system. In particular, we study how anisotropic flow, on average, depends on the collision energy of the ions, on how much they overlap, and on particle kinematic variables (e.g. velocity). We then analyse how anisotropic flow, in particular elliptic flow, changes between different collisions, which is mostly determined by the variations in the shape of the QCD system. We found all aforementioned results to be essentially compatible with expectations, thus confirming our current understanding of heavy-ion collisions. These results also constitute a large and comprehensive data set that will hopefully help to constrain even further a few important parameters in theoretical models, such as the specific shear viscosity and its temperature dependence.

We then study the strong magnetic fields created in such collisions, which could provide information on so far unexplored features of QCD and on the electromagnetic response of the system. More precisely, we search for evidence of the Chiral Magnetic Effect, measuring again azimuthal distribution of particle momenta. We use simulations to understand the expected correlation between these magnetic fields and the shape of the QCD system. This helps us to decouple the contributions to anisotropic flow coming from magnetic fields and from other phenomena, unrelated to such fields. We conclude that no significant contribution of the Chiral Magnetic Effect is present in the azimuthal distribution of particle momenta and we quantify this statement with an upper limit. We also investigate another possible effect of the magnetic field, namely a difference in directed flow according to particle electric charge. Again, we find no significant evidence of such phenomenon, although results are suggestive; future work will provide a definitive answer.

Finally, we conclude exploring the prospects for future measurements of anisotropic flow with the ALICE experiment. We also present the results of two exploratory studies and discuss their potential and limitations.

The work presented in this dissertation can be found in [142, 240, 204, 242].
In deze dissertation presenteren we een reeks metingen van de anisotrope flow in zware ionenbotsingen, gericht op het onderzoeken van de eigenschappen van hete en dichte QCD-materie. We analyseren gegevens die zijn verzameld door het ALICE-experiment in de LHC tussen 2010 en 2015, waarbij loodionen (\(^{208}\text{Pb}\)) botsten bij een centrum-van-massa-energie per nucleon van een paar TeV.

De anisotrope flow kwantificeert de mate van anisotropie in de azimutale verdeling van de momenta van de deeltjes geproduceerd in de botsing en verschaf informatie over de collectieve dynamica van het systeem. We bestuderen in het bijzonder hoe de anisotrope flow gemiddeld afhankt van de botsings energie van de ionen, van de mate waarin ze elkaar overlappen, en van kinematische variabelen (e.g. snelheid). Vervolgens analyseren we hoe de anisotrope flow, in het bijzonder elliptische flow, tussen verschillende botsingen verandert, dit wordt meestal bepaald door de variaties in de vorm van het QCD-systeem. We observeren dat alle bovengenoemde resultaten in essentie compatibel zijn met de verwachtingen, waarmee we ons huidige begrip van zware ionenbotsingen bevestigen. Deze resultaten vormen ook een grote en uitgebreide dataset die hopelijk zal helpen om nog enkele belangrijke parameters in theoretische modellen te bepalen.

Vervolgens bestuderen we de sterke magnetische velden die in dergelijke botsingen zijn gecreëerd, die informatie kunnen verschaffen over tot nu toe onontgonnen kenmerken van QCD en over de elektromagnetische respons van het systeem. Om precies te zijn, we zoeken naar bewijzen van het chirale magnetische effect, waarbij opnieuw de azimutale verdeling van deeltjesmomenta wordt gemeten. We gebruiken simulaties om de verwachte correlatie tussen deze magnetische velden en de vorm van het QCD-systeem te begrijpen. Dit helpt ons om de bijdragen aan de anisotrope stroom afkomstig van magnetische velden en andere verschijnselen die geen verband houden met dergelijke velden te ontkoppelen. We concluderen dat er geen significante bijdrage van het chirale magnetische effect aanwezig is in de azimutale verdeling van de deeltjesmomenta en we kwantificeren deze conclusie met een bovengrens. We onderzoeken ook een ander mogelijk effect van het magnetisch veld, namelijk een verschil in gerichte stroom volgens de elektrische lading van het deeltje. We vinden wederom geen significant bewijs van een dergelijk fenomeen, hoewel de resultaten een indicatie geven van het effect; toekomstig werk zal een definitief antwoord geven.

Ten slotte concluderen we met de vooruitzichten voor toekomstige metingen van de anisotrope flow met het ALICE-experiment. We presenteren ook de resultaten van twee verkennende studies en bespreken hun potentieel en beperkingen.

Het werk gepresenteerd in dit proefschrift is te vinden in [142, 240, 204, 242].
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Explicit

The quest for scientific knowledge is the most distinctive and the most important human occupation. Whatever material luxury that we enjoy today, it originates more or less directly from a scientific discovery of the past, and we have good reasons to believe that the same will apply to the times to come. Moreover, scientists have the fortune to experience through their work very fulfilling emotions, such as wonder and beauty. Yet, many young scientists (and myself), after being properly trained through a PhD, choose not to continue in this career. Part of the reason, on top of personal considerations, has little to do with Science and a lot with the way our societies organise scientific research.

I want to spend the last lines of my dissertation sharing my thoughts on this topic, in the hope that it would help initiate a debate and, more realistically, be cause for reflection for the fortuitous reader.

Over the last couple of decades, there has been a steep rise in the number of PhD positions offered, largely unmatched by the modest increase in the number of permanent or long-term faculty positions [243, 244]. The steps from graduate school to professorship are thus increasingly harder, given the higher competition, and there is a growing body of evidence that the ways in which we select the winners (number of papers and citations, mostly) make little sense and are, on the long term, harmful to Science [245, 246]. So we face fewer permanent positions (relative to the number of graduate students), which are harder to get, and questionable selection procedures, while we invite more and more people to join. Also, young scientists are required to spend a large fraction of time on activities unrelated to fundamental research: grant proposals, outreach projects, knowledge valorisation, i.e. make your research profitable.

The underlying strategy of the funding bodies seems to be: give a chance to many, select the few ones that bring quantifiable benefits and discard the others. Even though this approach can be intuitively appealing, some people question its real effectiveness [247]. What is certain so far is the toll that it takes on the lives of those involved.

Of course, PhD graduates leaving academia and moving to other sectors is beneficial to society, one might rightly argue, as they bring new knowledge and a healthy respect for evidence with them. Yet, little guidance is currently given by supervisors on alternative paths, although some university career services do exist, and the majority of students still hope to land academic jobs [248]. This mismatch between expectations and reality is likely to fuel anxieties and frustrations.

In fact, as most people know, graduate students struggle. The transformations that we mentioned are progressively leading towards more perceived pressure and poorer mental health among them [249, 250, 251]. Unhealthy and unfair working hours (nights,
weekends) are the unwritten norm in several laboratories and research institutes.

The situation will have repercussions also on those who succeed. The extreme competition is likely to select a generation of faculty members more self-centred and ruthless with respect to (or, at best, unaware of) basic psychological needs. The tremendous stress that they experienced while competing for their position can induce them to consider it a necessary toll to pay, thus fomenting an intergenerational vicious circle.

Much of this is public knowledge. Still, we have barely started to talk about it, among those who work in Science. Is this really the most effective way to conduct research? And even if it is, do we want it? Humans have the privilege to be able to change the way they organise themselves, as our biology leaves room for many possibilities. If we can imagine a different way to organise research, one in which the private lives and well-being of those involved are not disposable, one in which failure is an option and replication studies are encouraged, one in which one can afford to invest time in difficult, long-term projects, without worrying about producing a constant stream of papers, isn’t it logical and ethical to implement it, as an experiment, and see how it works out?

Despite the overall worrying trend, the problem is being investigated and solutions are being proposed, e.g. as discussed in [247]. I have already seen concrete initiatives that go in the right direction. I hope these attempts to be the harbinger of a broader cultural change and I wish the best to those working to make such a change happen.