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1. Introduction

In the first quarter of this century three important revolutions took place in Physics: Special

Relativity, Quantum mechanics and General Relativity. It took another quarter century to

formulate a theoretical framework that successfully combines the first two concepts, and this

is called “Relativistic Quantum Field Theory” (often the first word and sometimes also the

second one is dropped, and we simply call it “Field Theory”). Initially, field theory was

applied mainly, but with great success, to the theory of photons and electrons, “Quantum

Electrodynamics” (QED), but during the third quarter of the century this was extended

to the weak and strong interactions, and field theory became the language in which the

“standard model” was written. (Perhaps one day we will look back at the last quarter of

this century as the epoch during which General relativity was successfully combined with

quantum mechanics via “string theory”, but that’s another story.)

As the name suggests, Relativistic Quantum Field Theory rests really on three pillars, Special

Relativity, Quantum Mechanics and Field Theory. There are two distinct logical paths

one can follow to arrive at the same goal. The first is to start with quantum mechanics

and make it “relativistic”. One obvious step is to replace non-relativistic kinematics by

relativistic kinematics, but that is not enough. The famous relation E = mc2 allows mass to

be converted to energy, which in its turn can be converted to masses of other particles. This

allows the creation of particles in high energy collisions. Anyone who has seen the results

of collisions in particle accelerators will agree that particle creation is not just kinematically

allowed, but is happening abundantly. The extension of quantum mechanics to allow creation

and destruction of particles, combined with Lorentz invariance and a few other principles

(“unitarity”, “locality”, “causality”) leads almost inevitably to quantum field theory.

The second path is to start with relativistic field theory. This is the logical starting point

in electrodynamics, because classical electrodynamics is a theory of fields (the electric field,

the magnetic field, and more importantly the vector potential), which in fact is relativistic.

Quantizing these fields in the standard way leads also to quantum field theory.

In fact these two approaches are equivalent. Perhaps in some cases the most “natural”

starting point is particles (e.g. for quarks and leptons) and in other cases fields are the more

natural concept (e.g. in electrodynamics) but in the end both are on the same footing: we

will introduce fields describing quarks and leptons, and we will see that the quanta of the

vector potential can be interpreted as particles, the photons.
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All particles in the standard model correspond to some field in a quantum field theory. Our

task is to understand how this works, how to describe interactions of these particles using

quantum field theory, and how to compute various processes. We begin by making all these

words a little bit more precise. We start with a very brief reminder of special relativity.

1.1. Special relativity

Special relativity can be derived from the assumption that the speed of light is the same

for all observers, even if they are in relative motion. To reconcile that with momentum

conservation one needs a modification of the relation between momentum and velocity,

~p =
m~v

√

1− (~vc )
2
.

One also obtains a new relation between energy and momentum

E =
√

~p2c2 +m2c4 ,

which when expanded gives

E = mc2 + 1
2

~p2

m
+ . . . = mc2 + 1

2m~v
2 +O

(

m~v2(
~v

c
)2
)

.

For a particle at rest this implies a relation between mass and energy, E = mc2. The second

term is the well-known classical kinetic energy of a particle in motion, and the higher terms

are relativistic corrections, which are important when the particles move at velocities close

to the speed of light. This is usually the case in high energy physics.

The simplest way to write down theories that are consistent with special relativity (i.e. that

look the same from the point of view of observers in relative motion) is to write them in a

manifestly Lorentz invariant way. To do so one combines space and time variables ~x and t

into a four-vector xµ = (ct, ~x). The index µ takes the values 0, 1, 2, 3, where 0 is the time

component. To refer to the space-components we use indices i, j, k, . . .. From now one we

will usually set c = 1.
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1.2. Lorentz invariance

To write down Lorentz invariants one introduces the metric tensor, gµν , which (numerically)

is a diagonal 4× 4 matrix with diagonal matrix elements 1,−1,−1,−1. Then the bilinear

x2 ≡ xµgµνx
ν ≡

3
∑

µ=0

3
∑

ν=0

xµgµνx
ν (1.1)

is invariant under Lorentz transformations.

These transformations act in the following way on the space-time coordinates

x′µ = Lµ
νx

ν , (1.2)

where L is the Lorentz transformation matrix. The invariance of (1.1) follows because

Lorentz-transformations by definition leave the metric invariant:

gρσL
ρ
µL

σ
ν = gµν . (1.3)

In writing these relations we have made a distinction between upper and lower indices, and

we defined xµ with an upper index, and Lµ
ν with one upper and one lower index. This

should be regarded as the definition of these objects. Given such a definition, one may

define quantities with lowered indices using the metric:

xµ ≡ gµνx
ν .

To raise indices we define a metric gµν which as a matrix is the inverse of gµν (and hence is

numerically equal to gµν). Therefore

xνx
ν ≡ xµgµνx

ν ≡ xµg
µνxν .

Rather than writing the metric explicitly in equations, we just make sure that lower indices

are always contracted with upper indices. Then Lorentz invariance is automatic.
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To respect this convention it is a good idea to define upper and lower indices for the Lorentz

transformations as above. However, if one is only interested in the values of L and g one

may ignore this and simply read (1.3) as a matrix relation,

LT gL = g . (1.4)

The matrices L include as a subset the space-time rotation matrices. They also include of

course the Lorentz boosts, for example (remember that c = 1)

z′ =
z − vt√
1− ~v2

,

t′ =
t− vz√
1− ~v2

.
(1.5)

Mathematically, the matrices L are said to form a group SO(3, 1), the Lorentz group.

1.3. Tensors

A Lorentz tensor is a quantity with a certain number of upper and lower indices that trans-

forms as the indices suggest. Note that quantities with upper and lower indices transform

differently under Lorentz transformations:

x′µ = L ν
µ xν . (1.6)

The difference between L ν
µ and Lµ

ν is just raising and lowering an index, which amounts

to a few sign changes. A tensor

T µ1,...,µk
ν1,...,νp

transforms as

T ′µ1,...,µk
ν1,...,νp = Lµ1

ρ1 . . . L
µk
ρkL

σ1

ν1 . . . L
σp

νp T ρ1,...,ρk
σ1,...,σp

.
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1.4. Derivatives

Derivatives require a bit of attention. We have of course

∂

∂xµ
= (

∂

∂t
,
∂

∂xi
) .

If we compute the derivative of a Lorentz invariant quantity

∂

∂xµ
xνyν ,

the result is yµ. Hence we should regard the derivative as an object with a lower index:

∂µ ≡ ∂

∂xµ
,

with the property

∂µx
ν = δνµ ,

where δ is numerically equal to a Kronecker delta. One may also check that the derivative

transforms as shown in (1.6). If we have a function φ(x) which depends only on x via the

Lorentz invariant xµx
µ, then the combination

∂µ∂
µφ(x)

is Lorentz invariant.

1.5. The mass shell condition

Energy and momentum are also combined into a 4-vector: pµ = (E, ~p). With our choice of

metric the “square” of a four-momentum is equal to

p2 ≡ pµp
µ = E2 − ~p2 = m2 . (1.7)

This is often called the ”mass-shell condition” for a particle.

Some people use a different choice for the metric, namely diag (−1, 1, 1, 1). This does not

affect the final results, but it does affect most formulas. For example, the mass shell condition

is p2 = −m2 in that metric.
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1.6. Hamiltonians and Lagrangians

Consider a particle whose position is given by a function x(t). Suppose this particle is moving

in a potential V (x). The classical (non-relativistic, non-quantum) equations of motion are

simply Newton’s law,

F = mẍ .

The force is the derivative of the potential,

F = − d

dx
V (x) .

The equation of motion is thus

mẍ = − d

dx
V (x) . (1.8)

We now introduce the Lagrangian L of the system:

L(x, ẋ) = 1
2mẋ

2 − V (x) . (1.9)

Then it is easy to see that (1.8) is given by the Euler-Lagrange equations

d

dt

∂L

∂ẋ
− ∂L

∂x
= 0 .

This may seem a rather pointless operation, but the nice feature of this Lagrangian formu-

lation is Hamilton’s action principle. Suppose a particle moves from x0 at an initial time

t0 to a point x1 at a final time t1. It can move between these points along some arbitrary

trajectory x(t), with x(t0) = x0 and x(t1) = x1. Now we define the action as

S(x(t)) =

t1
∫

t0

L(x, ẋ)dt

Note that S gives us a number for every function x(t).
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t0

t1

extremal path

non-extremal paths

The equations of motion do not allow an arbitrary trajectory, but a very specific one.
⋆

It

turns out that the function x(t) that corresponds to the actual, classical path is an extremum

of the function S:

δS(x(t)) = 0 . (1.10)

The Euler-Lagrange equations can be derived from this principle.

This principle may be taken as a very general definition of a classical mechanical system.

In general one has a set of dynamical variables qi(t) (for example the positions of many

particles) and a Lagrangian L(qi, q̇i). The equations of motion of this system are the Euler

Lagrange equations (following from Hamilton’s principle):

d

dt

∂L

∂q̇i
− ∂L

∂qi
= 0 .

Another important notion is that of the canonical momentum, defined as

pi =
∂L

∂q̇i
.

For example for Lagrangian (1.9) one gets p = mẋ, as one might have expected.

⋆ One may be more used to a situation where the initial position and velocity are specified, and the
equations of motion determine x(t). Here we specify the initial and final position, but that is the same
amount of data.
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Finally we introduce the Hamiltonian of the system as

H =
∑

i

q̇ipi − L .

Using the equations of motion one may show that this quantity is conserved, dH
dt = 0 (as-

suming L does not depend explicitly on time, i.e. ∂L
∂t = 0). This quantity has the dimension

of energy, and since it is conserved it cannot be anything else than the total energy of the

system. In the example we started with we have indeed

H = 1
2mv

2 + V (x) .

1.7. Quantum Mechanics

The quantization of a classical system described by a Lagrangian (and without constraints)

is very simple: one replaces the dynamical variables qi and their canonical momenta pi by

operators in a Hilbert space, and imposes the canonical commutation relations

[qi, pj ] = ih̄δij . (1.11)

The concept of the position of a particle is replaced by that of a wave function. The time-

dependence of the wave-function is governed by the Schrödinger equation

ih̄
∂

∂t
ψ(qi, t) = H(p̂i, q̂i)ψ(qi, t) ,

where H(p̂i, q̂i) is the classical Hamiltonian with pi and qi replaced by operators p̂i and q̂i .

In the well-known case of a single particle in a classical potential the operators can be

realized explicitly as p̂ = −ih̄ ∂
∂x , where the Hilbert space is the space of functions of x, and

the operator x̂ is simply multiplication by x (here the hats serve to distinguish quantum

operators from their classical analogues). By considering a basis of wave functions of the
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form

ψ(x, t) = ψ(x)e−iEt/h̄

one obtains then the time-independent Schrödinger equation

[

− h̄2

2m
(
∂

∂x
)2 + V (x)

]

ψ(x) = Eψ(x) .

In the simplest possible case, that of a free particle (V (x) = 0), the solutions of this equation

are plane waves:

ψk(x) = eikx ,

with E = p2

2m , with p = h̄k. Plane waves have a definite momentum. One can make a linear

combination to make a wave packet, introducing a function ψ(k). Generalizing to three space

dimensions we get

ψ(~x, t) =
1

(2π)3

∫

d3kei
~k·~x−iωtψ(~k) , (1.12)

where ω = p2

2m = E
h̄ and ψ(~k) ≡ 〈k|ψ〉 is the momentum space wave function. The pre-factor

is conventional.

1.8. Relativistic Quantum Mechanics

Let us try to make the foregoing system relativistic. We replace the Hamiltonian by the

relativistic expression for the energy, with momentum replaced by an operator:

H =

√

−h̄2( ∂
∂~x

)2 +m2

We can still solve the Schrödinger equation in terms of plane waves:

ψ~k(~x, t) = ei
~k·~x−iω(~k)t

with ~p = h̄~k, E = h̄ω and

ω(~k) =

√

~k2 +m2 .

From here on we will also set h̄ = 1.
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As in the non-relativistic case we can make wave-packets

ψ(~x, t) =
1

(2π)3

∫

d3k

2ω
ei
~k·~x−iωtψ(~k) . (1.13)

The only differences with the non-relativistic wave-packet (1.12) are the relation between ω

and k and the factor 2ω. The latter is present because otherwise the infinitesimal volume

element d3k is not Lorentz-invariant.

The combination d3k/2ω can be written as

d3k

2ω(~k)
= d4k δ(k2 −m2)θ(k0) ,

which is Lorentz invariant (note that k on the left-hand side denotes the space momentum ~k, whereas k on the

right hand side is the 4-momentum kµ). The equality is shown by integrating both sides; on the left hand side

the integration over k0 is performed, removing the δ-function that imposes the mass-shell constraint (1.7). The

θ-function selects one of the two roots of the argument of the δ-function.

The equation we are considering so far,

ih̄
∂

∂t
ψ(x, t) =

[
√

−(
∂

∂~x
)2 +m2

]

ψ(x, t)

certainly doesn’t look relativistic, since t and ~x play rather asymmetric roles. However, note

that any solution to the previous equation will also satisfy

[

(
∂

∂t
)2 − (

∂

∂~x
)2 +m2

]

ψ(xµ) = (∂µ∂
µ +m2)ψ(xµ) = 0 . (1.14)

This equation is known as the Klein-Gordon equation. However, this equation introduces

additional solutions, with ω replaced by −ω. Such additional solutions have negative total

energy (where energy includes the rest mass!) and are clearly unacceptable. This is a first

indication that a different treatment will be necessary.
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1.9. The hydrogen atom

To get an idea of the importance of relative corrections it is instructive to study the hydrogen

atom. In non-relativistic quantum mechanics the Hamiltonian is

H = − 1

2m
(
∂

∂~x
)2 − α

r
,

and the energy levels are

En = −1
2

α2

n2
m ,

where m is the electron mass and α the fine-structure constant. For given n there are

degenerate states with orbital angular momentum l = 0, . . . , n− 1.

If instead of the non-relativistic Hamiltonian ones uses the Klein-Gordon equation (with

an additional term to include the Coulomb potential), and one simply ignores the negative

energy states, one gets

En,l =
m

√

1 + α2

[

n−l−
1
2−

√

(l+
1
2)

2−α2

]2

, (1.15)

which can be expanded as

En,l = m(1− α2

2n2
− α4

n3

(

1

l + 1
2

− 3

4n

)

+ . . .) (1.16)

The relativistic correction is seen to give a small correction to the energy levels, which splits

the orbital angular momentum degeneracy.

However this answer is in a sense less good than the non-relativistic one since it misses a

contribution that is equally important as the relativistic correction. Up to now we have

ignored the spin of the electron, which contributes via the spin-orbit coupling, which is of

order ~S · ~L/r3. Taking this into account has the effect of replacing l by the total angular

momentum j in (1.16). The fact that the effect of spin enters in a similar way as the first

relativistic correction suggests that these two effects should be dealt with simultaneously:

the Klein-Gordon equation is not the appropriate one, and we need a new equation for

relativistic spin-12 particles. This equation is the Dirac-equation, to be discussed later. The

result of using the Dirac equation to compute the energy levels is again (1.15), but now with

l replaced by j everywhere, rather than just in the first correction.
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The Dirac equation does not solve the problem of the extra negative energy solutions we

found for the Klein-Gordon equation: it has negative energy solutions as well. These negative

energy solutions are a first hint of a very general feature predicted by quantum field theory:

the existence of anti-particles. Properly dealing with that requires more than just relativistic

quantum mechanics in the sense of this section. There is another phenomenon that is not

taken into account so far. All equations written down so far describe the wave function of

a single particle in a potential. The effects of particle creation are not included. Because of

the uncertainty relation there is even a more subtle effect: a particle and anti-particle pair

can be created from the vacuum and annihilate again, temporarily “borrowing” some energy

from the vacuum. Such particles, which do not appear in the initial and final states of a

process, are called virtual particles.

In the case of the hydrogen atom the effect of taking into account the lowest order quantum

field theory correction is a splitting in the degenerate doublets of the solution to the Dirac

equation: states with different orbital angular momentum coupling to the same value of j. At

the second level the states with j = 1
2 and l = 0 resp. l = 1 (usually denoted as 2s 1

2

and 2p 1

2

are separated by 1057.845(9) MHz (about 4.38× 10−6 eV). The theoretical prediction from

quantum electrodynamics is 1057.857(12) MHz. The effects of full quantum field theory as

compared to relativistic quantum mechanics are small in atomic physics, because the kinetic

and potential energy of the electron in a hydrogen atom is much smaller than its rest mass.

This is not the case in particle physics, and this is why we cannot be satisfied with just

writing down relativistic wave equations.

2. Quantum Field Theory

2.1. Multi-particle Quantum mechanics

For the reasons explained above we need to extend our single particle Hilbert space. We

introduce a multi-particle Hilbert space which is called a Fock space. It consists of states

labelled by the momenta (and later also spins, as well as any other quantum numbers) of an

arbitrary number of particles.

First of all there is a zero-particle state |0〉. Its normalization is 〈0 |0〉 = 1. Then we introduce

one-particle states. We choose them as eigenstates of momentum, and denote them as |~k〉.
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We normalize them as follows

〈~k′|~k〉 = 2ω(~k)(2π)3δ3(~k − ~k′) .

The factor 2ω appears in order to cancel the one in Lorentz-invariant momentum integrals,

as in (1.13), so that

1

(2π)3

∫

d3k

2ω
〈~k′|~k〉 = 1 .

Note that the state |~k = 0〉 is not the vacuum: it is a one-particle state of a zero-momentum

particle.

Multi-particle states |~k1, . . .~kn〉 are introduced in a similar way. States with different numbers

of particles are orthogonal. Among states with the same number of particles there are

orthogonality relations like

〈~k′1, ~k′2|~k1, ~k2〉 = 2ω(~k1)2ω(~k2)(2π)
6
[

δ3(~k1 − ~k′1)δ
3(~k1 − ~k′1) + δ3(~k1 − ~k′2)δ

3(~k2 − ~k′1)
]

,

etc. Note that we are considering identical particles here, so that there are 2 (in general n!)

possible overlaps.

Up to now the Fock space consists of disjoint parts, each with a fixed number of particles.

Now we introduce operators that allow us to change the number of particles, creation and

annihilation operators. They can be defined as follows

|~k〉 = a†~k
|0〉

a~k|0〉 = 0

[a~k, a
†
~k′
] = 2ω(~k)(2π)3δ3(~k − ~k′) .

(2.1)

The first of these relations states that the creation operator a†~k
creates a one particle state

from the vacuum; the second one ensures that the annihilation operator a~k annihilates the

vacuum, and the last relation, combined with the first two, ensures that the one-particle

states are correctly normalized. One also has 〈0|a†~k = 0. It is the easy to check that

also the multi-particle states are properly normalized, and that the action of the creation

(annihilation) operator increases (decreases) the number of particles in a state by one.
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Cross sections in particle physics will be related to transition amplitudes among certain

multi-particle states. These amplitudes are matrix elements of operators that take some set

of initial states to a set of final states. Such operators can be built out of the creation and

annihilation operators, but this is not a very convenient basis to work with. For example,

we want to be able to make properties like Lorentz-invariance manifest. A more useful basis

turns out to be the set of quantum fields

φ(~x, t) =
1

(2π)3

∫

d3k

2ω(~k)

(

a~ke
i~k·~x−iω(~k)t + a†~k

e−i~k·~x+iω(~k)t
)

. (2.2)

This is nothing but a Fourier-transformation, so nothing is lost: we can always express the

creation and annihilation operators back in terms of quantum fields. If we sandwich the

quantum field between the vacuum and a state |ψ〉 we get

〈0|φ(~x, t)|ψ〉 = 1

(2π)3

∫

d3k

2ω(~k)
ei
~k·~x−iω(~k)t〈~k|ψ〉 ,

which is precisely the relativistic one-particle wave-packet, cf. (1.13). The annihilation part

is not needed here, but if we left it out we wouldn’t have a complete set of operators.

2.2. Classical Field Theory

There is a different way of arriving at quantum fields, namely by quantizing a classical

field theory. A classical field is just a function of space and time satisfying an equation of

motion. Examples are electric and magnetic fields or the vector potential Aµ in classical

electrodynamics. Here we will start with a simpler case, a scalar field. This is just a real

function ϕ(xµ). Let us consider a scalar field satisfying the following equation of motion

(∂µ∂
µ +m2)ϕ(xµ) = 0 . (2.3)

This is just the Klein-Gordon equation again, but the similarity with (1.14) stops there.

In this case ϕ is a classical object that can be measured directly, whereas in (1.14) ψ is

a quantum-mechanical wave function whose absolute value represents a probability. The

reason the same equation appears in both cases is that there is just one way to write down

a relativistic wave equation with at most two derivatives.
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We can solve (2.3) very easily by means of Fourier analysis. Define

ϕ(kµ) =

∫

d4xeikµx
µ

ϕ(xµ)

and inversely,

ϕ(xµ) =
1

(2π)4

∫

d4ke−ikµx
µ

ϕ(kµ) .

Then the equation becomes

(−k2 +m2)ϕ(kµ) = 0 .

This is easy to solve: either ϕ(kµ) = 0 or k2 = m2. In other words, we may write

ϕ(kµ) = 2πδ(k2 −m2) akµ .

Now we insert this back into the Fourier expansion of ϕ(xµ) and we integrate over k0. It is

important to note that the argument of the δ function has two roots, k0 = ±
√

~k2 +m2 =

±ω(~k). To evaluate the k0 integral one uses the following property of δ functions

δ(f(x)) =
∑

roots xn

∣

∣

∣

∣

1

f ′(xn)

∣

∣

∣

∣

δ(x− xn) ,

where the sum is over all xn with f(xn) = 0. Using this one arrives at

ϕ(xµ) =
1

(2π)3

∫

d3k

2ω(~k)

(

ei
~k·~x−iωta

(ω,~k)
+ ei

~k·~x+iωta
(−ω,~k)

)

.

In the second term we may perform a change of integration variable ~k → −~k. Finally we

use the fact that ϕ(x) is a real field. This clearly implies that

a(−kµ) = a(kµ)∗ .

Since the k0 component has become a dependent variable, we may write a as a function of

~k alone. The final result is

ϕ(xµ) =
1

(2π)3

∫

d3k

2ω(~k)

(

ei
~k·~x−iωta~k + e−i~k·~x+iωta∗~k

)

. (2.4)

This looks strikingly similar to (2.2), except that a~k there is an operator, whereas here it

is just a complex number. Obviously we should quantize our classical field theory to get a

closer relation.
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2.3. Canonical quantization of classical field theory

To quantize the classical theory described above we may follow the same procedure as for

any other classical theory. We will first attempt to find a Lagrangian whose Euler-Lagrange

equations reproduce our field equation (2.3).

We first have to identify the variables qi of section 1.6. It seems plausible that we should

take

ϕ(~x, t) ↔ qi(t) ,

in other words we view x as a label of a dynamical variable ϕ, which plays the role of qi.

Note that space and time are treated in an asymmetric way here. Since ~x is a continuous

variable, summing over i becomes integration over x. Differentiation with respect to qi works

as follows:

dqi
dqj

= δij .

Analogously we define differentiation by ϕ(~x) as
⋆

δϕ(~x)

δϕ(~y)
= δ3(~x− ~y) ,

where we used δ instead of ∂ to distinguish the functional derivative from an ordinary

derivative.

The name can be explained as follows. A functional derivative acts on functionals F (f). A functional assigns to

every function f a number. For example the integral of f between certain limits is a a functional of f . Another

example is the action, which is a functional of the fields and their derivatives. The functional derivative δF/δf

can be thought of as the derivative of F (f) with respect to its argument, the function f .

For example, the analog of

d

dqi

∑

j

q2j = 2qi

now becomes

δ

δϕ(~y)

∫

d3xϕ(~x)2 =

∫

d3x2ϕ(~x)δ3(~x− ~y) = 2ϕ(y) . (2.5)

⋆ We omit the argument “t” in the following.
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We are now ready to write down the Lagrangian:

L(ϕ(~x), ϕ̇(~x)) =

∫

d3x1
2

[

∂µϕ(~x, t)∂
µϕ(~x)−m2ϕ(~x)2

]

.

This is integrated over all of space. We are implicitly assuming that this integral make

sense, which will be the case if the field ϕ falls off to zero sufficiently fast at spatial infinity.

Let us check that this gives the correct equation. First we write time and space derivatives

explicitly:

L =

∫

d3x1
2

[

ϕ̇(~x)2 − (
∂

∂xi
ϕ(~x))2 −m2ϕ(~x)2

]

.

The Euler-Lagrange equation is

d

dt

(

δL

δϕ̇(~y)

)

− δL

δϕ(~y)
= 0 .

The ϕ̇ derivative acts only on the first term in the Lagrangian. Then the first term of the

Euler-Lagrange equation yields straightforwardly ϕ̈(y, t). The ϕ derivative in the Euler-

Lagrange equations acts on the second and third term in the Lagrangian. The action on the

second term is somewhat tricky because of the space-derivatives. but they can be moved by

integrating by parts:

∫

d3x(
∂

∂xi
ϕ(~x))2 = −

∫

d3xϕ(~x)(
∂

∂xi
)2ϕ(~x) .

Note that there are no boundary terms because ϕ vanishes at infinity. Now we can differen-

tiate the first factor ϕ using (2.5). To differentiate the second one we move all derivatives

to the first factor. The action on the third term was already explained in (2.5). Putting all

together we get

ϕ̈(y)− (
∂

∂yi
)2ϕ(~y) +m2ϕ(~y) = 0 ,

which is indeed the Klein-Gordon equation.

This derivation doesn’t look Lorentz-invariant, but does lead to a Lorentz invariant equation.

We can get a Lorentz invariant expression by integrating the Lagrangian over time from
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t = −∞ to t = +∞. This leads to the following action

S =

∫

d4x1
2

[

∂µϕ(~x, t)∂
µϕ(~x, t)−m2ϕ(~x, t)2

]

.

Since the equations of motion follow from varying the action, it is no surprise that they are

Lorentz-invariant as well. We may derive a set of Euler-Lagrange equations that is more

suitable for field theory by defining a Lagrange density that is the integrand of the action:

S =

∫

d4xL .

In terms of L the Euler-Lagrange equations are

∂µ

(

∂L
∂(∂µϕ)

)

− ∂L
∂ϕ

= 0 ,

where L is viewed as a function of ϕ and ∂µϕ. Also in this form the Euler-Lagrange produce

of course the Klein-Gordon equation.

The canonical momentum of ϕ(x) is

π(y) =
δL

δϕ̇(y)
= ϕ̇(y) .

This can be used to define the Hamiltonian as

H =

∫

d3xπ(x)ϕ̇(x)− L

Analogous to the Lagrange density, we may define a Hamiltonian density

H = π(x)ϕ̇(x)− L(ϕ(x)) ,

which has the property that

H =

∫

d3xH .

To quantize the theory we simply impose the commutation relation, analogous to (1.11)

[ϕ(~x, t), π(~y, t)] = iδ3(~x− ~y) .

This is often called an equal time commutator. In the quantum theory the physical degrees

of freedom, a~k, become operators. The complex conjugate a∗~k
becomes a Hermitean conju-

gate a†~k
. Substituting (2.4) into the commutation relation we arrive at a condition on the
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operators:

[a~k, a
†
~k′
] = 2ω(~k)(2π)3δ3(~k − ~k′) .

We have now arrived at the same point as in the previous discussion of multi-particle quantum

mechanics, if we make the appropriate choice of vacuum.

2.4. Interactions

We have now seen the most trivial example of a field theory. It is specified by a Lagrangian

density (usually one calls this just the “Lagrangian”)

L = 1
2

[

∂µϕ(~x, t)∂
µϕ(~x, t)−m2ϕ(~x, t)2

]

. (2.6)

This field theory is called the “free massive real scalar boson”.

It is a boson because the quantum properties are described in terms of commutators. Later

we will encounter fermionic fields whose quantization involves anti-commutators.

It is a scalar because ϕ has only one component and there are no indices; therefore it cannot

be rotated into anything else and must be a singlet. The particles this theory describes are

therefore spin-0 particles or scalars. Later we will encounter fields with additional indices

that transform non-trivially under rotations. To describe the standard model we will in fact

need only two types of fields: spin-1/2 fields to describe leptons and quarks, and spin-1 fields

to describe photons, gluons and W and Z bosons. Scalars occur also in the standard model

Lagrangian: the elusive Higgs boson is a scalar. Other examples of scalar particles are the

pions, but they are known to be built out of quarks, and do not appear in the standard

model Lagrangian. At very low energies, when their internal structure can be ignored, one

can however successfully describe them using quantum field theory.

The previous two properties, “statistics” (fermi or bose) and spin are in fact related to each

other via the celebrated spin-statistics theorem. This states that any half-integer spin field

must be fermionic, and any integer spin field bosonic.

Continuing our list of properties, the scalar bosons considered thus far are real because the

field ϕ is real. There are also complex scalars, as we will see below.
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Finally, the scalar described by (2.6) is “massive” for obvious reasons, and it is called “free”

because an N particle initial state evolves directly (via the Klein-Gordon equation) to an

N -particle final state. This can be seen from the fact that the Hamiltonian is bilinear in

the creation and annihilation operators. There its matrix elements vanish unless the initial

states precisely match the final states. Clearly to get interactions we need higher order terms

in the creation and annihilation operators, and hence higher order terms in the fields. For

example, we could add to the Lagrangian terms like (the numerical factors are for future

purposes)
⋆

LI = − 1

3!
λ3ϕ

3 − 1

4!
λ4ϕ

4 . (2.7)

2.5. Complex scalars

The Lagrangian of a free massive complex scalar looks like this

L =
[

∂µϕ(~x, t)
∗∂µϕ(~x, t)−m2ϕ(~x, t)∗ϕ(~x, t)

]

.

The structure is constrained to be of this form by two constraints: we want the Hamiltonian

to be real and bounded from below.
†

By a simple change of basis

ϕ =
1√
2
[ϕ1 + iϕ2] (2.8)

this becomes the Lagrangian of two real scalars with equal mass. So for free fields there

isn’t really a difference between complex and real scalars. Note that the complex scalar

Lagrangian has a U(1)-symmetry ϕ→ eiθϕ. We will return to that later.

The difference between real and complex scalars will become important if we add electro-

magnetic interactions. Real scalars are necessarily neutral, whereas complex ones can carry

charge. Also for self-interactions there is a difference. In the case of complex scalars, if we

⋆ The signs of the quartic terms are chosen so that the Hamiltonian is positive for large values of the
fields.

† Note that there is a second bilinear expression that is real, obtained by replacing ϕ∗ϕ by ϕ2 + (ϕ∗)2.
By writing this in terms of real fields one finds that now the Hamiltonian is not bounded from below.
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want to keep the U(1)-symmetry we can only add

LI = −1

4
λ(ϕ∗ϕ)2 . (2.9)

The quantization of the free complex scalar follows straightforwardly from that of two real

scalars, using (2.8). If we use operators c~k to quantize ϕ1 and d~k (commuting with b~k) to

quantize ϕ2, then we find for a complex scalar ϕ

ϕ(xµ) =
1

(2π)3

∫

d3k

2ω(~k)

(

e−ik·xa~k + eik·xb†~k

)

. (2.10)

where k · x denotes the four-vector product ω(~k)t− ~k · ~x and

a~k = (c~k + id~k)/
√
2 ; b~k = (c~k − id~k)/

√
2 .

The a and b oscillators satisfy the usual commutation relations and commute with each

other. Obviously we also have
‡

ϕ(xµ)∗ =
1

(2π)3

∫

d3k

2ω(~k)

(

e−ik·xb~k + eik·xa†~k

)

. (2.11)

2.6. Summary

The main steps in constructing a quantum field theory describing particles and their inter-

actions are

— Construct a classical field that has the right transformation properties under Lorentz

and internal symmetries (e.g. charges) to represent the particle of interest.

— Find the proper relativistic wave equation for that field.

— Construct a bilinear Lagrangian density whose Euler-Lagrange equation is the wave

equation. This defines the “free” theory.

‡ Since this is an operator we should have replaced the complex conjugation on ϕ by Hermitean conju-
gation, writing ϕ† instead of ϕ∗. Nevertheless, for convenience we keep using the notation ϕ∗ in the
following.
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— Now construct all possible higher order terms in the Lagrangian that are allowed by

all the symmetries.

Now we have defined our theory. We will consider several other examples later in these

lectures. But first we want to discuss how all this perhaps somewhat abstract formalism

leads to very concrete predictions for experimentally observable quantities.

3. From Lagrangians to cross sections

Given the Lagrangian of a quantum field theory, we can derive all (differential and total)

cross section for processes where two particles (i.e. quanta of the fields in the Lagrangian)

scatter and produce any number of other particles. The basic steps are as follows.

Lagrangian → Hamiltonian → Time evolution →

S-matrix → Transition Amplitude → Cross Section

Let us examine these steps one by one. The first one was already discussed.

3.1. From Hamiltonian to time evolution

This is a standard piece of ordinary quantum mechanics. There are two standard ways of

dealing with time evolution in quantum mechanics. They are referred to as the Schrödinger

picture and the Heisenberg picture. In the Schrödinger picture the time dependence is put

in the wave function ψ. The operators O are time independent:

i
d

dt
ψS(t) = HψS(t)

i
d

dt
OS = 0 .

(3.1)

These operators can be any quantum operator related to a classical observable, for example

momentum.
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One may “integrate” this differential equation, i.e. solve it for finite time intervals. This will

yield an operator U(t, t0) that maps states the time t to states at time t0:

ψ(t) = U(t, t0)ψ(t0) .

Obviously, because of (3.1) the time evolution operator must satisfy

i
d

dt
U(t, t0) = HU(t, t0) ,

with boundary condition U(t0, t0) = 1.

In the Heisenberg picture the states are kept constant, and the time dependence is put in

the operators. This amounts to making a time-dependent basis transformation

ψH(t) = ψS(t0)

OH(t) = U(t, t0)
−1OSU(t, t0) .

The equations of motion are in this picture

i
d

dt
ψH(t) = 0

i
d

dt
OH = [OH , H ].

(3.2)

In our case the “operators” will be the quantum fields. If we were to adopt the Schrödinger

picture we would have to fix them at some time t0 and treat them as time independent. This

introduces an artificial distinction between space and time, which is not nice in a relativistic

theory. If we choose the Heisenberg picture that would be evaded.

Unfortunately the Heisenberg picture is not very easy to work with in practice as soon as

there are interactions. It turns out that we can have the best of both worlds: we may

treat the free part of the Hamiltonian in the Heisenberg picture, and the interactions in the

Schrödinger picture. To do this we split the Hamiltonian in a “free” part (in practice this is

always the part bilinear in the fields) and an interaction part:

H = H0 +HI .

The fields will evolve according to H0, and since this is the free theory, the fields will simply

evolve according to the Klein-Gordon equation. The states will be constant as long as the
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interactions are negligible. The interactions will change the initial states into final states.

The interaction Hamiltonian is described in terms of the field operators evolving according

to H0, i.e. in terms of free fields. This is called the interaction picture

The time-evolution operator corresponding to the free Hamiltonian H0 is simply

U0(t, t0) = exp(−iH0(t− t0)) . (3.3)

In the Schrödinger picture Ψ evolves in time according to U(t, t0). To go to the interac-

tion picture we remove the part of the time evolution that is due to the free part of the

Hamiltonian:

ψI(t) = exp(iH0t)ψS(t) .

Now the operators acquire a time-dependence:

OI(t) = exp(iH0t)OS exp(−iH0t) .

It is a simple exercise to work out the equations of motion in the interaction picture

i
d

dt
ψI(t) = HI(t)ψI(t) ,

i
d

dt
OI = [OI , H0] .

(3.4)

Now we wish to write a finite time-difference version of the first equation. We define

ψI(t) = U(t, t0)ψI(t0) ,

so that

i
d

dt
U(t, t0) = HI(t)U(t, t0) . (3.5)

This is easy enough to solve if the Hamiltonian at a time t commutes with the Hamiltonian

at any other time. Then the solution is

U(t, t0) = exp(−i
t
∫

t0

HIdt
′) , (3.6)

which equals exp(−iHI(t− t0)) if the Hamiltonian is time independent. This situation was

valid in the derivation of (3.3). One may expect the Hamiltonian to be time-independent
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because energy is conserved. Indeed, in the Heisenberg picture the choice OH = H in (3.2)

leads to a conserved Hamiltonian. However, here we evolve with HI , andHI is not separately

conserved, only the total energy is conserved. Indeed, we have

i
d

dt
HI = [HI , H0]

[i
d

dt
HI , HI ] = [[HI , H0], HI ] ,

and there is no reason why the right hand side should vanish in either case. Then the proof

that (3.6) satisfies (3.5) fails, as one may easily check.

However, there is a small modification that does work: we define

U(t, t0) = T exp(−i
t
∫

t0

HIdt
′) (3.7)

where T denotes time-ordering. This simply means that if we expand the exponential, all

factors HI(t) are ordered in such a way that larger times are to the left of smaller ones:

THI(t1)HI(t2) =

{

HI(t1)HI(t2) (t1 > t2)

HI(t2)HI(t1) (t1 < t2)
.

Now the operator at the largest time is always on the left, and the proof that (3.7) is satisfied

is easy.

3.2. The S-matrix

Having solved this problem, we can write down a transition amplitude between a state with

n initial and m final particles:

A(~p1, . . . , ~pm, final;~k1, . . . , ~kn, initial) ≡ 〈~p1, . . . , ~pm|U(tf , ti)|~k1, . . . , ~kn〉

= 〈~p1, . . . , ~pm|Texp(−i
tf
∫

ti

HI)|~k1, . . . , ~kn〉 .

In field theory the interaction Hamiltonian is an integral over space:

HI =

∫

d3xHI(x) ,

where HI(x) is the interaction Hamiltonian density, which consists of all terms in the Hamil-

tonian density that are of cubic and higher order in the fields.
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Usually we take the limit ti → −∞, tf → ∞. This is legitimate, since in any case we

are assuming that the particles are free and well-separated long before and long after the

interaction. In this limit, the matrix U is called the S-matrix:

S = lim
t→∞

U(t,−t) .

Substituting this in the interaction Hamiltonian and taking this limit we get

A(~p1, . . . , ~pm, final;~k1, . . . , ~kn, initial) = 〈~p1, . . . , ~pm|Texp(−i
∫

d4xHI)|~k1, . . . , ~kn〉 . (3.8)

3.3. Perturbation Theory

This expression is the starting point for perturbation theory. We assume that the effect of

interactions is small enough for it to make sense to expand the exponential. Usually the

interaction Hamiltonian has a coefficient, and if we are lucky that coefficient is small, and

we can use it as an expansion parameter. This is a good approximation for the electro-weak

theory. Here the expansion parameter is essentially the fine-structure constant α = 1
137.04 ,

which indeed is pretty small. It is a much less good approximation in the theory of strong

interactions, QCD. Here the expansion parameter αs is of order .1, which is not extremely

small. Perturbation theory may converge better or worse for different energy scales. In the

case of QCD it becomes much worse at lower energies, and then perturbation theory becomes

useless. Nevertheless, we are lucky enough to be able to apply perturbation theory in many

cases, for electro-weak as well as high energy QCD processes. The techniques presented here

are useful for scattering and decay processes. They are useless for computing bound state

properties.

If we expand (3.8) and consider a given term in the expansion, we are faced with the problem

of computing a matrix element of some time-ordered product of interaction Hamiltonians. In

the interaction picture these interaction Hamiltonians are functions of the free field operators.

Exactly what function depends on the theory one considers, but in any case the general

form is some polynomial in the fields and their space-time derivatives. For simplicity we will

assume for the moment that HI consists of just one term, e.g. HI = 1
6λ3ϕ

3. The term of

order N in the perturbative expansion looks like this:

1

N !
〈~p1, . . . , ~pm| T

[

−i
∫

d4x1HI(x1)

]

. . .

[

−i
∫

d4xNHI(xN )

]

|~k1, . . . , ~kn〉 . (3.9)

How can we compute such a term?



− 28 −

The computation is in fact quite simple. We write HI in terms of the fields, and then we

write the fields in terms of creation and annihilation operators, as in (2.2).

Using the commutation relations for the creation/annihilation operators (2.1) we systemat-

ically commute all creation operators to the left, and all annihilation operators to the right,

keeping track of all commutator terms (this is called normal ordering). Note that the com-

mutator (2.1) yields a number, not an operator, so we can take it outside the expectation

value. Then we apply the same ordering procedure to the remaining creation/annihilation

operators in the commutator terms.

After a lot of straightforward work, one gets a sum of many terms. A typical term looks like

this

[Commutators] 〈~p1, . . . , ~pm|a†~p′
1

. . . a†~p′
m′

a~k′

1

. . . a~k′

n′

|~k1, . . . , ~kn〉 , (3.10)

where “[Commutators]” denotes the product of all commutators one has picked up. This

expectation value clearly vanishes if there are more annihilation (creation) operators than

initial (final) states. If there are fewer, it means that one or more initial state is mapped

directly to a final state without participating in the scattering process. This possibility is

part of the S-matrix, but not the part we are interested in. For example, if there are no

creation/annihilation operators at all, the result is non-vanishing if and only if the initial

state has the same number of particles and with the same momenta as the final state. Then

there is no scattering at all.

Hence the only case of interest is when the creation/annihilation operators exactly match

the final/initial states, in multiplicity as well as momentum. Then each operator destroys

precisely one particle: the annihilation operators destroy one particle in the initial state by

acting to the right, the creation operators destroy one final state particle acting to the left.

We are left with the vacuum-to-vacuum amplitude 〈0|0〉 = 1 times the commutators.

Any annihilation operator was part of a field, so instead of working with single operators, it

is more convenient to split each field in an annihilation and a creation part,

ϕ = ϕ− + ϕ+ ,
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as in (2.2). When the annihilation part ϕ− acts on an incoming state we get

ϕ−(x)|~k〉 = 1

(2π)3

∫

d3k′

2ω(~k′)
ei
~k′·~x−iω(~k′)t a~k′

|~k〉

=
1

(2π)3

∫

d3k′

2ω(~k′)
ei
~k′·~x−iω(~k′)t a~k′

a†~k
|0〉

=
1

(2π)3

∫

d3k′

2ω(~k′)
ei
~k′·~x−iω(~k′)t [a~k′

, a†~k
] |0〉

=
1

(2π)3

∫

d3k′

2ω(~k′)
(2π)32ω(~k)δ3(~k − ~k′)ei

~k′·~x−iω(~k′)t |0〉

= e−ikµx
µ |0〉 .

(3.11)

Here xµ = (t, ~x) is the argument of the field from which this term originated. This is therefore

an integration variable of one of the interaction Hamiltonians in (3.9). The four-momentum

is kµ = (ω(k), ~k), and satisfies k2 = m2. This corresponds to an on-shell initial state.

Similarly, for a final state we get a contribution

〈~p|ϕ+(x) = 〈0|eipµyµ

,

where y is the integration variable of another interaction Hamiltonian. It can happen that

two states (initial or final) are related to the same factor in (3.9), in which case the variables

x and y are of course the same.

The generalization to the case of multiple operators acting on a multi-particle state can also

be analyzed, but we will omit the details. The result is just a product of phases e−ikµx
µ

,

one for each incoming particle, and similarly for outgoing ones. Furthermore one gets a sum

over all permutations of combining the particle momenta with the fields ϕ− or ϕ+.

Finally we need to consider the commutator terms. They always come from the commutation

of one annihilation and one creation operator. Since the right hand side of (2.1) is not an

operator but a number, there are no multiple commutators.

The result of “normal ordering” two fields can be written as follows

Tϕ(x)ϕ(y) = Nϕ(x)ϕ(y) + ∆(x, y) .

Here “N” denotes the normal ordered combination, and ∆ is the commutator. It can be

computed by expressing the left-hand side in terms of creation/annihilation operators and



− 30 −

normal-ordering them explicitly. A simpler way is to take the vacuum expectation value of

both sides. The normal-ordered terms vanish, because either the left, or the right, or both

vacua are annihilated. Hence we get

∆(x, y) = 〈0|Tϕ(x)ϕ(y) |0〉 .

This is called the propagator, and we will say more about it in a moment. Let us first return

to the analysis of a term of the form (3.10).

More precisely, such a terms looks like this:

〈0|Tϕ(x1)ϕ(y1) |0〉 . . . 〈0|Tϕ(xl)ϕ(yl) |0〉

× 〈~p1, . . . , ~pm|ϕ+(z1) . . . ϕ
+(zm)ϕ−(w1) . . . ϕ

−(wn)|~k1, . . . , ~kn〉 .
(3.12)

The arguments xi, yi, zi and wi correspond in some way to the integration variables of the

various factors in (3.9). It is clear that the fields appearing in each such term (3.12), either

in propagators or in the last factor, must precisely match the fields appearing in (3.9), with

each argument x1 . . . xN appearing exactly as many times as in (3.9). In fact the complete

expansion of (3.9) is a sum of all possible terms of the form (3.12). This is most easily

represented diagrammatically. For each term (3.12) we draw a diagram, which is called a

Feynman diagram.

First one represents each external particle (final or initial) by a point. One does the same

with each interaction Hamiltonian. The number of interaction Hamiltonians depends on the

order of the expansion of the S-matrix one is considering. The points corresponding to the

interaction Hamiltonians are called “vertices”.

A term of the form (3.10) is now obtained by connecting each external particle point to a

vertex. This connection is called an “external line”. It associates with the initial or final

particle a field from one of the interaction Hamiltonians, which then acts as explained in

(3.11). Now each interaction Hamiltonian will in general still have some unused fields. These

are linked to each other in some way, by lines connecting one vertex to another. This must

be done in such a way that from every vertex as many lines are emerging as there are fields

in the interaction Hamiltonian. The external lines correspond to the fields ϕ+ and ϕ− in

(3.12), whereas the lines that connect vertices to each other correspond to the propagators.
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+ +
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6x6x2 )

6x6 (

This is illustrated in the figure. It shows the computation of a process with two incoming and

two outgoing scalars. The interaction Hamiltonian is 1
6ϕ

3 and we expand to second order
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(N = 2 in (3.9)). The external particles are represented here by black dots, the vertices by

open ones. We are not indicating which ones are incoming and which ones are outgoing, but

we will worry about that later. The connections are made step-by-step, and in each step we

keep track of the number of different ways we could have made them. For example, for the

first line we choose a connection from particle 1, which has a definite momentum and hence

is unique, to one of the vertices. Since there are two vertices each with three fields, we have

six choices for the field to connect to particle 1.

When we are finished we end up with a total of seven contributions. Three of them are the

so-called s-channel, t-channel and u-channel contributions to the scattering amplitude. The

other four look rather strange: One of the external lines ends on vertex that is connected

only to itself. Such self-connections are undesirable (for reasons that will not be discussed

here), but can be explicitly avoided by demanding that the interaction vertex itself is already

normal ordered. After all, when we write HI = 1
6ϕ

3 we write down a classical expression.

The correct quantum version could be just the cube of the quantum field, but it could also

be another ordering of the operators. The preferable choice turns out to define the quantum

version of ϕ3 as N(ϕ3) i.e. to normal order the interaction Hamiltonian itself before using it

in perturbation theory. Then self-connection “tadpole” diagrams are absent.

The s,t,u channel scattering contributions come with a factor 62×2. This is nicely cancelled

by the factor 1
6 we had introduced in the interaction Hamiltonian, and the factor 1

N ! in (3.9).

To write down the answer we need to know the propagator.

3.4. The propagator

The expression

∆(x, y) = 〈0|Tϕ(x)ϕ(y) |0〉

can be interpreted as the amplitude for the creation of a particle at time y0, followed by its

annihilation at the later time x0 (or vice-versa, if y0 is later). In the interaction picture the

fields appearing in this expression are just the free fields, and then the propagator can be

computed quite easily using (2.2). The result is

∆(x− y) =
1

(2π)3

∫

d3k

2ω(~k)
ei
~k·(~x−~y)−iω(~k)|x0−y0| . (3.13)

Note a slight change of notation: since the propagator depends only on the difference of the
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positions (as expected in view of translation invariance, we give it a single argument x− y.

The propagator can be re-written as follows:

∆(x) =

∫

d4k

(2π)4
e−ikµx

µ

∆(k) ,

∆(k) =
i

k2 −m2 + iǫ
.

Eqn. (3.13) can be derived from this by performing the k0 integration using complex contour

deformation and the residue theorem (k0 is continued into the complex plane). The −iǫ term
gives an infinitesimal shift of the poles into the complex plane, in precisely the right way.

Although we will usually ignore these −iǫ terms, they are very important for the analytic

properties of Feynman diagrams and the unitarity of the theory. But that is beyond the

scope of these lectures.

This is the propagator of a massive scalar boson. For other particles there will be other

formulas later in these notes.

3.5. Momenta

Consider now one of the diagrams constructed in the figure. Let us put some more informa-

tion

k1

k2

p1

p2

xy
k

We have indicated the momenta of the particles. In the following we will always let the

incoming particles come from the left, and the outgoing ones move out to the right, whenever

we draw a Feynman diagram. (unfortunately quantum mechanical amplitudes are always

written in just the opposite way, as 〈out|S|in〉). The complete amplitude is

1
2 [−i

∫

d4x] [−i
∫

d4y] (
1

3!
λ3)

2(62 × 2)e−ik1ye−ik2yeip1xeip2x
∫

d4k

(2π)4
e−ik(x−y)∆(k) .
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We may now integrate over x and y, using

∫

d4xeikx = (2π)4δ4(k) .

The result is

(−iλ3)2
∫

d4k

(2π)4
[(2π)4δ4(k − k1 − k2)][(2π)

4δ4(p1 + p2 − k)]∆(k) .

Note that the result of the space-time integrations is to impose four-momentum conservation

at all the vertices. Finally we may also perform the integral over k; this removes one of the

δ-functions The final result for this diagram is

(−iλ3)2 [(2π)4δ4(p1 + p2 − k1 − k2)]
i

s−m2
,

where s = (k1 + k2)
2. The other diagrams yield exactly the same expression, but with s

replaced by t = (k1 − p1)
2 and u = (k1 − p2)

2 respectively. The final result at this order is

the sum of these three contributions.

3.6. Feynman rules

The foregoing discussion can be summarized by a very simple set of rules, so that we do

not have to go through all these steps again. Suppose we wish to compute the scattering

amplitude at order N of a given field theory, and with a given set of ingoing and outcom-

ing momenta. Consider for example the free boson theory with an interaction Lagrangian

− 1
M !λMϕ

M . This gives rise to vertices with M lines. Then we go through the following

steps.

— Draw all distinct diagrams with N vertices. Two diagrams are “distinct” if they

cannot be deformed into each-other without breaking any lines and without moving

the external lines.

— Assign a momentum to each internal line, so that momentum conservation at the

vertices is respected.

— The contribution to the amplitude due to each separate diagram is obtained by mul-

tiplying the following factors
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1. A factor (−iλM ) for each vertex.

2. A factor i∆(k) for each propagator, where k is the momentum that flows through the

propagator.

3. A combinatorial factor (see below).

4. A momentum conservation δ-function (2π)4δ4(
∑

pi −
∑

ki).

5. An integration
∫

d4k
(2π)4 for each closed loop.

The last point is a new feature. To illustrate it, consider the following diagram, which occurs

at order 4 (together with other diagrams not drawn here).

k1

k2

p1

p2

q

q-p1

q-p1-p2

q-k1

In this diagram there are four vertices and four propagators, hence four momentum integrals

and four δ-functions. However, one of those four is the overall momentum conservation

δ-function. The other three kill three integrations, but then there is still one integral left.

Hence we end up with a single four-dimensional integral; the result is

(−iλ3)4 [(2π)4δ4(p1 + p2 − k1 − k2)]

∫

d4q

(2π)4
(

i

q2 −m2
)(

i

(q − p1)2 −m2
)

(
i

(q − p1 − p2)2 −m2
)(

i

(q − k1)2 −m2
) .

The computation of such integrals is beyond the scope of these lectures.

A combinatorial factor appears if the number of ways of building a diagram is not exactly

cancelled by the factorials in the interaction Hamiltonian and the expansion of the S-matrix.

This happens if a diagram has symmetries under the exchange of vertices and/or propagators

(without moving the external lines). In the example of fig 1. the s, t, u channel diagrams

have no such symmetries. A diagram with symmetries is
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1

2

The symmetry is the interchange of propagators 1 and 2. In general such diagrams have an

extra factor 1
L , where L is the number of symmetries. In the case shown here L = 2.

The preferable choice for the numerical factor for terms in the Lagrangian is 1
n! for each field

appearing n times, with complex conjugates counted as different. Then the combinatorial

factors are easiest.

3.7. Generalizations

The foregoing discussion can be easily generalized to more complicated situations. First of all

there can be more than one term in the interaction Lagrangian. Then one simply introduces

a vertex for each term, and builds Feynman diagrams out of any possible combination of

vertices. There can also be more than one field in the theory. In that case each field has

its own propagator, and to draw diagrams one has to use different lines (e.g. dashed) to

distinguish different fields. Each vertex has a definite number of lines of each types, and

lines of type “a” can only be connected by propagators of type a.

Finally there is the possibility of having complex scalars. It is not hard to show that they

have the same propagator as real scalars, but this propagator can only connect fields to

their complex conjugate. Hence we need a way to indicate that a line on a vertex belongs

to ϕ or ϕ∗. This is usually done by adding arrows to the lines. By convention, the arrow

always points from ϕ to ϕ∗. If the arrow points towards a vertex, it refers to a field ϕ∗ in

the interaction Lagrangian, if it points away then it refers to ϕ. For example the interaction

−1
4λ(ϕ

∗ϕ)2 leads to a vertex

−iλ
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where we have indicated the resulting Feynman rule.

3.8. Anti-particles

Lines with arrows can appear as external lines in two ways, with the arrow pointing inward

or outward. In one case the incoming or outgoing state is created by the field ϕ, in the

other by ϕ∗. These states are rather similar: they are both scalars and have the same mass.

Later, when we introduce electric charges, we will see that the particles created by ϕ and ϕ∗

have opposite charges. These particles are each other’s anti-particle. Quantum field theory

predicts the existence of an anti-particle for any particle. The quanta of a real scalar field

are their own anti-particle; for complex field the anti-particle corresponds to the conjugate.

Since external lines can correspond to incoming states as well as outgoing states, there are

actually four situations to be distinguished.

1

2

3

4

'

'
'�

'�
ab

bya
y

Here the small grey dot represents the in or out state, and the big blob can be any Feynman

diagram, which may have other external lines. In case 1 we have an incoming particle (by

definition of what we mean by “particle”), corresponding to a field ϕ on the in-state. Since

only the destruction part of ϕ acts on the in-state due to normal ordering, this assigns the

operator a in (2.10) to particle creation and destruction. Then case 2 corresponds to an

incoming anti-particle, destroyed by the operator b in (2.11). Case 3 represents ϕ∗ acting on

the out state. On the out state only the creation part of the fields acts, which in this case is

a†. So this is an outgoing particle. Finally, case 4 is an outgoing anti-particle.

Particles and anti-particles have opposite quantum numbers and can in principle annihilate,

if their are interactions allowing that to happen. For example, if we couple the complex
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scalar theory to a real scalar ξ in the following way
⋆

L = ∂µϕ
∗∂µϕ+ 1

2∂µξ∂
µξ − 1

3!
ξ3 − ϕ∗ϕξ .

then the following process is possible, and corresponds to the annihilation of a ϕ particle

and anti-particle into two ξ scalars

'
'�

�
�
�

This summarizes essentially all that can happen with scalars. Now we have to extend the

discussion to fermions and vector bosons. The general idea will be the same, except for

different expressions for propagators and vertices, and a new rule having to do with fermi

statistics.

3.9. From amplitudes to cross sections

Before closing this chapter we still have to discuss how to compute measurable quantities

from these amplitudes. First one rewrites the S-matrix element as follows

〈~p1, . . . , ~pm|S|~k1, . . . , ~kn〉 = 〈~p1, . . . , ~pm|~k1, . . . , ~kn〉

− i(2π)4δ4
(

∑

i

pi −
∑

j

kj

)

T (~k1, . . . , ~kn; ~p1, . . . , ~pm),

which defines the transition amplitude T (not to be confused with the time ordering symbol

used earlier). This is what we are really interested in. The S matrix includes contributions

without any scattering at all, i.e. with final states identical to the initial states. They are

given by the first term, and correspond in terms of Feynman diagrams to graphs without

any vertices at all. This kind of process is not what one looks for in an experiment, and is

therefore not taken into account.

⋆ Extra terms would be needed to make the energy bounded from below.
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There are two kinds of processes one encounters: with one incoming particle or with two

incoming particles. The former correspond to decay processes, the latter to cross sections.

To compute the decay width or cross section is a straightforward exercise which has not

much to do with quantum field theory; this can be found in any textbook on non-relativistic

quantum mechanics. The corresponding relativistic expressions are

dΓ =
1

2E
|T (~k; ~p1, . . . , ~pm)|2Φm .

Here dΓ is the differential decay width of a particle with energy E and ΦM is the M-particle

phase space

Φm = (2π)4δ4
(

∑

i

pi −
∑

j

kj

) M
∏

i=1

d3pi
(2π)32Ei

. (3.14)

To get the total decay width one must integrate over all outgoing momenta, and sum over

all possible final states. In the rest frame of the particle the correct answer is obtained by

replacing E by the mass m.

For a relativistic differential cross section one gets

dσ =
|T (~k1, ~k2; ~p1, . . . , ~pm)|2

4
√

(k1 · k2)2 −m2
1m

2
2

Φm (3.15)

with the same phase space element. Here k1 ·k2 ≡ kµ1 (k2)µ, showing that the result is indeed

relativistic. Note that all external momenta are “on-shell”, i.e. they satisfy k2j − m2
j =

p2i − m2
i = 0. Hence from the knowledge of the 3-vector ~kj and the mass mj we know the

fourth component of the four-vector kj.

Expressions for the phase space elements for two or three particles can be found, for example,

in the particle data book. A useful expression for the two-particle phase space is

Φ2 =
|~p|dΩ

16π2
√
s

(3.16)

where ~p = ~p1 = −~p2 is the center-of-mass momentum of one of the particles and dΩ =

d cos θdφ, where θ is the center-of-mass scattering angle (the angle between ~p1 and ~k1), and

φ the azimuthal angle.
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�k1 k2p2
p1

The phase space elements include all the kinematics of a process, and are completely de-

termined by the outgoing particles and their momenta, independent of the process. The

interesting physics is in the transition amplitudes T .

4. Fermions

4.1. Spinors in Non-relativistic Quantum Mechanics

It is well-know how to deal with spin-12 particles in non-relativistic quantum mechanics. One

introduces two-component spinors χ whose components can be interpreted as the amplitude

for the particle having spin up or down along a certain direction:

χ =

(

χ↑
χ↓

)

.

To define the spin one introduces the Pauli matrices σi. Under rotations R the spinors

transform with some unitary two-by-two matrix U(R):

χ′ = U(R)χ ,

(in mathematical terms they form a “two-dimensional representation of the rotation group”).

This transformation is such that the combination χ†~σχ transforms as a vector:

χ′†σiχ
′ = χ†U(R)†σiU(R)χ = Rijχ

†~σjχ , (4.1)

where Rij is the three-by-three rotation matrix that acts on vectors.



− 41 −

This sort of relation is usually checked in infinitesimal form, using small rotations. Then one

has

U(R(~θ)) ≈ 1− i ~J · ~θ .

and

Rij(~θ) ≈ δij − ǫijkθk ,

where ~J is the generator of rotations and ~θ is a set of three angles that parametrize rotations

R. In our case the generator of rotations is the spin operator ~S = 1
2~σ. Substituting this into

(4.1), and expanding to first order in θ one gets the well-known relation

[σi, σj ] = 2iǫijkσk .

In addition to the vector χ†σiχ, another quantity of interest is the rotation invariant

χ†χ .

It is invariant because U(R) is unitary (or, equivalently, ~J is Hermitean).

4.2. Relativistic spinors

To make this description relativistic all one has to do is extend the rotations by boosts.

Group-theoretically this amounts to extending the rotation group SO(3) to the Lorentz-

group SO(3, 1). Instead of matrices U(R) depending on three parameters we will have

matrices U(L) depending on the six parameters of the Lorentz-transformations L.

It turns out that – for massive particles – one cannot do this with just two-component

spinors. A minimum of four is required (and the minimum is also enough for elementary

particles). Intuitively the difference between massive and massless particles can be under-

stood as follows. Instead of using a fixed axis, one can project the spin on the velocity

direction of the particle itself. This is called the helicity:

λ =
~S · ~v
|~v| .

If a particle is massive we can always boost it from velocity ~v to −~v. This flips the velocity,

but does not affect the spin, and hence flips the helicity. A massless particle moves with the
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velocity of light, which cannot be flipped (one cannot “overtake” the particle). Hence it is

at least consistent for a massless particle to have just one helicity state. It must then be in

an eigenstate of the helicity operator, i.e. either λ = +1
2 or λ = −1

2 . Since it can still spin in

any direction, a two component spinor is minimally required to describe a massless spin-12

particle. Then for a massive particle, which can have either helicity depending on the Lorentz

frame, a four component spinor is required. Note that also parity flips the helicity (it flips

velocity, but not spin) so that if we want to have a parity invariant theory four-component

spinors are also required for that reason. Indeed, the only known spin-12 fermions that might

be massless are the neutrinos. In the standard model they have just one helicity, and their

interactions break parity.

Having argued that we should have four-component spinors ψ we now introduce a four-by-

four generalization of the Pauli-matrices. They are called the Dirac matrices γµ. It turns

out that the only condition they should satisfy is the anti-commutation relation

{γµ, γν} = 2gµν . (4.2)

This is called the Clifford algebra. There are many ways to satisfy it, but in any case it

seems convenient to choose some of the matrices Hermitean. However, we cannot do that

with all of them: with our choice for the metric we have

(γi)2 = −1, (γ0)2 = 1 ,

so that we may choose γi anti-Hermitean and γ0 Hermitean.

The action of Lorentz-transformations L on a spinor are defined in terms of an operator

Σµν = i
4 [γ

µ, γν ], the generalization of ~S above. An infinitesimal Lorentz-transform has the

form

U(ω) = 1− i

2
Σµνωµν (4.3)

for some set of parameters ωµν . Note that because of the anti-symmetry of Σµν there are

six relevant parameters ωµν , precisely the number of independent rotations and boosts.

Just as above we constructed a scalar and a three vector out of the non-relativistic spinors,

we now construct a scalar and a four-vector. The scalar is not, as one might perhaps have
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expected, ψ†ψ but

ψ̄ψ ≡ ψ†γ0ψ ,

The reason for the difference is that Lorentz-transformations are not unitary, due to the

relative sign in the metric between space and time. Indeed, from (1.4) we see that the

transformation acting on the coordinates themselves is not an orthogonal transformation,

and (since it is real) it is therefore also not unitary. The same is true for the action on

spinors; indeed, one may easily verify that not all matrices Σµν are Hermitean, and hence

the matrix U(ω) is not unitary for arbitrary ω. But if U†(ω)U(ω) 6= 1, then ψ†ψ is not

Lorentz-invariant. The extra factor γ0 corrects that. If ψ′ = U(ω)ψ then ψ′† = ψ̄U(ω)† but

ψ̄′ = ψ̄U(ω)−1, as one may easily verify.

It is now easy to check that the following quantity transforms as a four-vector:

ψ̄γµψ .

To check this, one first determines the infinitesimal form of a Lorentz transformation from

(1.4), and then one compares this using (4.3) and (4.2) with the transformation of ψ̄γµψ.

The only input one needs is that ψ̄ transforms with U−1 plus the Clifford algebra.

4.3. Free fermion Lagrangian

Now that we know how to construct Lorentz-invariant quantities we can start building La-

grangians. The free theory consists of bilinear terms. We have already seen one candidate,

ψ̄ψ, but it doesn’t contain derivatives, which leads to trivial equations of motion. One might

also consider ψ̄∂µ∂
µψ, but that leads to four decoupled Klein-Gordon equations for the four

components, and that is also not what we are looking for (the spin then plays a trivial rôle).

The correct guess turns out to be

L = iψ̄γµ∂µψ −mψ̄ψ .
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4.4. The Dirac Equation

Using the Euler-Lagrange equations one can derive an equation of motion from this La-

grangian. In doing so one has to treat ψ and ψ∗ as independent variables, just as for

complex scalars. In fact, in its present form the Lagrangian depends on ψ̄, but not on its

derivative, so the Euler-Lagrange equations are rather simple:

0 =
∂L
∂ψ̄

= (iγµ∂µ −m)ψ .

One usually defines γµ∂µ = 6∂ (and in general γµvµ = 6v for any vector v), and writes the

equation as

(i6∂ −m)ψ = 0 .

This is the famous Dirac equation. Note that by “m” here we mean m times the unit matrix.

It is instructive to act on the Dirac equation with the operator (i6∂ +m). Using 6∂2 = ∂µ∂
µ

one then obtains the Klein-Gordon equation. Obviously any solution to the Dirac equation

satisfies the Klein-Gordon equation, which is as it should be because the latter is a general

relativistic wave equation.

4.5. Plane wave solutions to the Dirac equation

Let us now try to find plane wave solutions to this equation. Write

ψ = ue−ik·x ,

where k and x are four-vectors and u a constant spinor. Then one finds

( 6k −m)u = 0 . (4.4)

This is a set of linear equations, which one can solve by choosing an explicit set of Dirac γ

matrices. A convenient choice is

γi =

(

0 σi

−σi 0

)

; γ0 =

(

1 0

0 −1

)

.

Writing the Dirac equation in the the rest frame (kµ = (m, 0, 0, 0); note that k must satisfy
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the on-shell condition k2 = m2) we get

6k −m = γ0k0 −m = 2m













0

0

1

1













.

The matrix equation ( 6k −m)u = 0 obviously has two independent solutions, which may be

taken as

u1 =
√
2m













1

0

0

0













and

u2 =
√
2m













0

1

0

0













with the standard normalization used in the literature. However, there are two more solutions

to the Dirac equation. A second solution to k2 = m2 is kµ = (−m, 0, 0, 0). Now we get

6k −m = −2m













1

1

0

0













,

and the solution are

v1 =
√
2m













0

0

1

0













and

v2 =
√
2m













0

0

0

1













.

Instead of saying that these are solutions to ( 6k−m)v = 0 with k = (−m, 0, 0, 0) one usually
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views them as solutions of ( 6k +m)v = 0 with k = (m, 0, 0, 0).

It is a simple matter to generalize these solutions to an arbitrary Lorentz frame, for example

by boosting them. Alternatively one may check that the following solutions do indeed satisfy

the Dirac equations ( 6k −m)u = 0 and ( 6k +m)v = 0

ui(~k) =

√

m+ ω(~k)

(

χi

~σ·~k

m+ω(~k)
χi

)

; vi(~k) =

√

m+ ω(~k)

(

~σ·~k
m+ω(~k)

χi

χi

)

, (4.5)

where χi are orthonormal two-component spinors.

Now we have found the complete set of solutions in momentum space. We can combine them

to obtain the most general solution in space-time:

ψ(x) =
1

(2π)3

2
∑

i=1

∫

d3k

2ω(~k)
[ui(~k)e−ik·x ai~k + vi(~k)eik·x (bi~k)

†] . (4.6)

This may be compared to the expression for the complex scalar field, (2.10). Note that a

Dirac spinor is necessarily complex, because the Dirac matrices acting on them are complex

(and there doesn’t exist any other choice so that they are real). Hence there is no relation

between ai and bi. With some foresight we have used in (4.6) the complex conjugate of bi.

For the conjugate spinor we find

ψ̄(x) =
1

(2π)3

2
∑

i=1

∫

d3k

2ω(~k)
[v̄i(~k)e−ik·x bi~k + ūi(~k)eik·x (ai~k)

†] . (4.7)

4.6. Quantization

The quantization procedure of the free fermion differs in just one respect from that of the

free boson: instead of commutation relations one must impose anti-commutation relations.

Otherwise the theory is not consistent. This follows from a very general theorem, the spin-

statistics theorem which states that particles with integer spin have bose statistic, and those

with half-integer spin fermi-statistics.

Going through the standard procedure one finds

{ai~k, (a
j
~k′
)†} = 2ω(~k)(2π)3δ3(~k − ~k′)δij .

{bi~k, (b
j
~k′
)†} = 2ω(~k)(2π)3δ3(~k − ~k′)δij .

while a and b anti-commute with each other; furthermore all other anti-commutators also

vanish.
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Now we just replace a, a†, b and b† by operators and we have quantized the theory. Admittedly

the fact that the quantum variables anti-commute rather than commute makes the classical

description of the theory a bit dubious. However, this can all be justified, provided one is

careful not to interchange two classical fields without adding a − sign.

4.7. Chirality

The fermionic action consists of two terms, a kinetic term and a mass term. We have argued

above, in a hand-waving way, that massless fermions are in some respects essentially different

from massive ones. We can make that explicit in the following way. Define the matrix

γ5 = iγ0γ1γ2γ3 .

It is easy to check that γ5 is Hermitean and anti-commutes with γµ. Furthermore one may

check that γ25 = 1, and hence γ5 has eigenvalues 1 or −1. Now define the operators

P± = 1
2(1± γ5) .

These are projection operators: P+P+ = P+ and the same for P−; furthermore P+P− = 0.

Under the action of P± the spinor splits into two γ5 eigenspaces:

ψL ≡ P+ψ , ψR ≡ P−ψ .

The γ5-eigenvalue is called chirality. We have denoted these subspaces as “L” and “R”

respectively because the spinors are also eigenvectors of the helicity operators, they are

respectively left-handed and right-handed. (The helicity operator is 1
2ǫijkΣijp

k/|~p| ).

It is easy to write the action in terms of ψL and ψR:

L = iψ̄Lγ
µ∂µψL + iψ̄Rγ

µ∂µψR −mψ̄LψR −mψ̄RψL .

We observe that the mass term mixes left- and right-handed fermions, but the kinetic terms

do not. Hence if m = 0 ψL and ψR decouple from each other, and we may remove either

one of them, if we wish. The result, a purely left- or right-handed fermion is often called a

Weyl-fermion. The neutrino (if it is massless) is an example. If m 6= 0 we must have both

chiralities.
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This can all be made still more explicit. Instead of the basis used earlier, we may also choose

a basis so that γ5 is explicitly diagonal:

γi =

(

0 −σi
σi 0

)

; γ0 =

(

0 1

1 0

)

; γ5 =

(

1 0

0 −1

)

.

This is called the Weyl basis. In this basis we have, obviously

ψ =

(

ψL

ψR

)

.

4.8. Feynman rules

The Feynman rules for fermions are in some respects quite similar to those for complex

scalars. Since fermion fields are complex we draw lines with arrows. The propagator of a

fermion is not much harder to compute than that of a scalar. One must evaluate

∆F
αβ(x− y) = 〈0|Tψα(x)ψ̄β(y)|0〉

Here one should note the following

— Since the fermions are four-component spinor, the propagator becomes a matrix in

spinor space.

— One could also try to compute a propagator for two ψ’s or two ψ̄’s, but the result

would vanish. This is equivalent to saying that one must respect the direction of the

arrows when connecting fermion vertices. (Exactly the same remarks apply to complex

scalars.)

— We are treating ψ and ψ† as independent variables. This allows us to make a change

of variables for ψ† by including a γ0. Hence we may work directly with ψ̄, and since

this is what appears in the Lagrangian, it is much more convenient.

— We anticipated already that the propagator will only depend on the difference of the

positions.
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The main difference with the computation for scalars is that we get an extra factor due to

the polarization vectors of the fermions. To evaluate it we need the following polarization

sums

2
∑

i=1

uiα(
~k)ūiβ(

~k) = ( 6k +m)αβ

2
∑

i=1

viα(
~k)v̄iβ(

~k) = ( 6k −m)αβ .

(4.8)

The result is

∆F
αβ(x) =

∫

d4k

(2π)4
e−ikµx

µ

∆F
αβ(k) ,

∆F
αβ(k) =

i( 6k +m)αβ
k2 −m2 + iǫ

.

where k is the momentum in the direction of the arrow on the fermion line, i.e. from ψ to ψ̄.

The discussion of external lines is nearly identical as for complex scalars. The main difference

is the presence of the spinors u, v, ū, v̄ in the fermion field. Depending on whether the

operator that acts on the initial or final state is a, b, a† or b† one gets for an external line a

factor ui(~k), vi(~k), ūi(~k), v̄i(~k) respectively. This is shown in the following picture

u
�v

�uv
The argument of the spinors is of course the momentum of the external state. This momen-

tum points towards the “blob” (which represents the rest of the Feynman diagram) in the

first two cases (incoming particles) and away from the blob in the last two cases (outgoing

particles). The index i = 1, 2 depends on the spin of the incoming state along some fixed

axis. In addition the spinors ui etc. also carry a spinor index α = 1, . . . , 4 labelling their

four components.
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For the purpose of showing some more features of fermion Feynman rules, let us introduce

an interaction. There are several possibilities, using fields already discussed. For example,

one might consider a four-fermion interaction (ψ̄ψ)2, but we will restrict ourselves to the

simple case of an additional real scalar coupling to the fermion as

Lint = gψ̄Mψϕ ≡
∑

αβ

gψ̄αMαβψβϕ ,

where g is the coupling constant. This gives rise to a vertex plus Feynman rule

'
� �
 �

igMαβ

The choices for M are severely restricted by Lorentz invariance, and in this case there are

only two: M = 1 and M = γ5 (the γ5 coupling occurs for example in the pion-nucleon

vertex). In general, this kind of fermion-scalar coupling term is called a Yukawa coupling.

This is how the Higgs scalar couples to the quarks and leptons.

Let us now compute the Feynman diagram

k1

k2

p2

p1

k1-p1
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This is annihilation of a fermion and anti-fermion into two scalars. The result is

∑

α,β,γ,δ

v̄iα(k2)(ig)Mαβ
i( 6k1 − 6p1 +m)βγ

(k1 − p1)2 −m2 + iǫ
(ig)Mγδu

j
δ(k1) .

We will leave out the explicit summations from now on. The spinor structure is in general

a string of gamma-matrices terminated by spinors, i.e. something of the form ūM1 . . .Mnu

(or v instead of u at either end). Each such string corresponds to a fermion line that can be

followed throughout the diagram, starting at the outgoing end of the line.

Fermion lines may also form loops, for example

p

q

r

s

In this case the fermion line gives a trace

Tr M 6pM 6sM 6rM 6q ,

where for simplicity we’ve omitted the mass and all further details.

The most important difference between bosons and fermions is their statistics. In the manip-

ulations leading from the product of time-ordered interaction Hamiltonians to the amplitude

this gives rise to some signs one has to keep track of. The net result is easy to state:

— There is an overall − sign for every closed fermion loop a diagram contains.

— If two diagrams differ only by the interchange of two external fermion lines, they have

a relative minus sign.
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5. Gauge theories

5.1. Classical electrodynamics

Classical electrodynamics can be derived from the following simple Lagrangian:

L = −1

4
FµνF

µν + JµAµ , (5.1)

with

Fµν = ∂µAν − ∂νAµ .

To verify this statement we simply derive the Euler-Lagrange equations that follow from this

Lagrangian

∂ρ
∂L

∂(∂ρAσ)
=

∂L
∂Aσ

.

This yields

∂νFµν = Jµ . (5.2)

Now define electric and magnetic fields

Ei = F0i , Bk = 1
2ǫijkFjk ,

and the equation takes the form

~∇× ~B − ∂t ~E = ~J

~∇ · ~E = J0

These are two of the four Maxwell equations (the other two,

~∇× ~E + ∂t ~B = 0

~∇ · ~B = 0 .

are trivially satisfied if we express the electric and magnetic fields in terms of a vector
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potential Aµ). Consistency of (5.2) clearly requires

∂µJµ = ∂µ∂νFµν = 0 .

because of the antisymmetry of Fµν . This implies that J must be a conserved current. For

such a current one can define a charge

Q =

∫

d3xJ0 .

where the integral is over some volume V . This charge is conserved if the flux of the current

~J into the volume vanishes.

5.2. Gauge invariance

Consider the bilinear terms in the Lagrangian (5.1). If we quantize it in the way discussed

before, it seems that we will end up with particles having 4 degrees of freedom, since Aµ

has four components. However, this is incorrect for two reasons. First of all, one degree

of freedom is not dynamical, i.e. does not appear with a time derivative, namely A0. This

means that the corresponding canonical momentum does not exist, and one will not obtain

creation/annihilation operators for this degree of freedom. In addition to this there is one

degree of freedom that does not really appear in the action at all. Suppose we replace Aµ

by Aµ + ∂µΛ(x), where Λ(x) is some function. It is easy to see that Fµν does not change

at all under this transformation, and therefore the action is also invariant. This is called

gauge invariance. Hence the action does not depend on Λ, which removes another degree of

freedom. We conclude that there are just two degrees of freedom instead of 4. These two

degrees of freedom correspond to the two polarizations of light. The quanta of Aµ are called

photons.

If we add a mass term m2AµA
µ to the Lagrangian it is still true that A0 is not dynamical,

but gauge invariance is broken. Therefore now we have three degrees of freedom. Just as

fermions, massless and massive vector fields have very different properties.

Now consider the coupling AµJ
µ. This is not invariant under gauge transformations, but
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observe what happens if instead of the Lagrangian density we consider the action,

SJ =

∫

d4xAµJ
µ .

This transforms into itself plus a correction

δSJ =

∫

d4x∂µΛJ
µ .

Integrating by parts, and making the assumption that all physical quantities fall off suffi-

ciently rapidly at spatial and temporal infinity, we get

δSJ = −
∫

d4xΛ∂µJ
µ ,

which vanishes if the current is conserved, as we’ve seen it should be.

Gauge invariance (or current conservation) are our main guiding principles in constructing

an action coupling the electromagnetic field to other fields. Consider for example the free

fermion. It is not difficult to write down a Lorentz-invariant coupling:

Lint = eqAµψ̄γ
µψ ,

which is to be added to the kinetic terms

Lkin = iψ̄γµ∂µψ − 1
4FµνF

µν .

Note that we have introduced two new variables here: the coupling constant e and the charge

q. The latter quantity depends on the particle one considers; for example for the electron

q = −1 and for quarks q = 2
3 or q = −1

3 . The coupling constant determines the strength of

the interaction. This quantity is the same for all particles. It turns out that the combination

α = e2

4π is small, ≈ 1/137.04. This is the expansion parameter of QED, and its smallness

explains why perturbation theory is successful for this theory. Although only the product

eq is observable, it is convenient to make this separation.
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With this choice for the interaction, the current is

Jµ = eqψ̄γµψ . (5.3)

Using the equations of motion (i.e. the Dirac equation) one may verify that this current is

indeed conserved, so that the theory is gauge invariant. But there is a nicer way of seeing

that. Notice that the fermion kinetic terms as well as the interaction are invariant under the

transformation

ψ → eieqΛψ ; ψ̄ → e−ieqΛψ̄ , (5.4)

if Λ is independent of x. Because of the derivative this is not true if Λ does depend on x.

However, the complete Lagrangian Lkin+Lint is invariant under the following transformation

ψ → eieqΛ(x)ψ ; ψ̄ → e−ieqΛ(x)ψ̄

Aµ + ∂µΛ(x) .

This is the gauge transformation, extended to act also on the fermions. This is sufficient

for our purposes: it shows that also in the presence of a coupling to fermions one degree of

freedom decouples from the Lagrangian, so that the photon has only two degrees of freedom.

5.3. Noether’s theorem

Actually all these facts are related, and the missing link is Noether’s theorem. Simply

stated, this works as follows. Suppose an action is invariant under a global (x-independent)

transformation of the fields. Suppose it is not invariant under the corresponding local (x-

dependent) transformation. Then the variation must be proportional to the derivative of

the parameter Λ(x) of the transformation (for simplicity we assume here that only first

derivatives appear, but this can be generalized). Hence the variation of the action must have

the form

δS =

∫

d4x∂µΛ(x)Jµ[Fields] (5.5)

where Jµ[Fields] is some expression in terms of the fields of the theory. The precise form

of Jµ depends on the action under consideration, and follows in a straightforward way from

the symmetry.
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The equations of motion are derived by requiring that the action is a stationary point of

the action (see (1.10)), which means that terms linear in the variation, such as (5.5) must

vanish. Integrating by parts we get then

∫

d4xΛ(x)∂µJµ[Fields] = 0 .

Since Λ(x) is an arbitrary function, it follows that the it Noether current Jµ[Fields] is con-

served. It is an easy exercise to show that the symmetry (5.4) of the free fermion action does

indeed yield the current (5.3).

5.4. Covariant derivatives

Checking gauge invariance can be made easier by introducing the covariant derivative

Dµ = ∂µ − ieqAµ (5.6)

This has the property that under a gauge transformation

Dµ → eieqΛDµe
−ieqΛ

If we now write the Lagrangian as

L = iψ̄γµDµψ

checking gauge invariance is essentially trivial. One can simply pull the phases through Dµ,

even if they are x-dependent!

Replacing normal derivatives by covariant ones is called minimal substitution, and the result-

ing interaction terms minimal coupling. It is a general principle: an action can be made gauge

invariant by replacing all derivatives by covariant derivatives. For example the coupling of

a photon to a complex scalar is given by the Lagrangian

L = (Dµ(q)ϕ)
∗(Dµ(q)ϕ) ,

where q is the charge of ϕ. Note that ϕmust be a complex field since the gauge transformation

multiplies it by a phase. Note also that the field φ = ϕ∗ has opposite charge.
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The Lagrangian of the vector bosons can also be written down in terms of covariant deriva-

tives. We have (for any q 6= 0)

−ieqFµν = [Dµ(q), Dν(q)] ,

from which gauge invariance of the action follows trivially. Here q has no special significance,

and any non-zero value can be used.

5.5. Plane waves

Just as we did for the free fermion we can try to solve the equation of motion for the free

spin-1 boson in momentum space. Choose plane waves

Aµ(x) = Aµ(k)e
−ik·x .

Then we get

k2Aµ(k)− kµk
νAν = 0 .

To solve this we choose a suitable basis. Clearly kµ plays a distinguished rôle and will be

one of the basis vectors. We may rotate and boost it kµ to the form (k0, 0, 0, k3) (we may

assume k3 6= 0 since any particle can be boosted to non-zero momentum; note that k3 = 0

would not be equally general, since it would not allow lightlike vectors). To complete the

basis we may choose two vectors

ǫµ1 (k) = (0, 1, 0, 0) and ǫµ2 = (0, 0, 1, 0) ,

plus a vector nµ = (1, 0, 0, 0). Expanding plane waves in this basis we get

Aµ(k) = aiǫ
µ
i (k) + b(k)nµ + c(k)kµ .

Substituting this into the equation of motion we get (note that kµǫ
µ
i (k) = 0)

k2aiǫ
µ
i (k) + b(k)(k2nµ − kµn · k) = 0 .

This equation can be analysed easily by considering the four components µ = 0, 1, 2, 3
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separately. We find then

b(k)(k3)2 = 0; ai(k)k
2 = 0, i = 1, 2 .

The first equation implies b(k) = 0 since k3 6= 0. The second and third imply that a1(k)

vanishes unless k2 = 0. There are no constraints on c(k). This was to be expected, since it

is simply the momentum space analog of gauge invariance:

Aµ(k) → Aµ(k) + kµΛ(k)

c(k) → c(k) + Λ(k) .

5.6. The Quantum Field

If we expand the free field in terms of these plane waves we get in the by now familiar way

Aµ(x) =
1

(2π)3

2
∑

i=1

∫

d3k

2ω(~k)
[ǫiµ(

~k)e−ik·x ai(~k) + kµe
−ik·x c(~k) + c.c] , (5.7)

where “c.c” means “complex conjugate”. The correct quantization procedure is more com-

plicated than for scalars and spin-12 particles due to the absence of a canonical momentum for

A0 and due to gauge invariance. However, one does find the expected creation/annihilation

operators for ai:

[ai(~k), aj(~k′)†] = 2ω(~k)(2π)3δ3(~k − ~k′)δij ,

but there is no such relation for c, because there is no canonical momentum corresponding

to c: the Lagrangian doesn’t depend on c at all. Hence c remains a numerical parameter, a

“c-number”.

5.7. Gauge fixing

The presence of an arbitrary, unquantized parameter in the expression for the gauge field

implies also that the propagator will have such a parameter. It will turn out that these

gauge parameters will drop out in the final result for any physical quantity. For this reason

it is often convenient to fix the gauge. A standard choice in electrodynamics is the Coulomb

gauge, ~∇ · ~A = 0. In momentum space this yields ~k · ~A = 0, and in the special basis chosen

above it implies that c(k) = 0.
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There are other gauges which are more convenient. Usually one adds a “gauge-fixing term”

to the Lagrangian of the form

−1
2λ(∂

µAµ)
2 .

This is covariant, so that Lorentz invariance is manifest. The extra term breaks gauge

invariance, and in this sense it “fixes the gauge”. Of course one cannot simply add terms to

the Lagrangian. It must be shown that this does not affect the results. This can be done

most easily in the path integral approach to quantum field theory, which is beyond the scope

of these lectures.

If one works out the propagator in the presence of the gauge-fixing term one gets, in mo-

mentum space

∆µν(k) = − i

k2

(

gµν − (1− 1

λ
)
kµkν
k2

)

.

If indeed the gauge-fixing term is irrelevant, then physical amplitudes must be independent

of λ. The reason why this is indeed true is that these terms are proportional to kµkν . The

propagator is on both sides coupled to a current, as Jµ
1 (k)∆µν(k)J

ν
2 (k). Current conservation

in momentum space implies kµJµ(k) = 0, and therefore the extra terms vanish.

Unfortunately this argument is a bit too simplistic. It works for simple diagrams like

where the currents couple directly to external lines (the wavy line denoted the photon, the

straight ones fermions or complex scalars). This implies that the fields out of which the

current is built satisfy the equations of motion (i.e. are on-shell), and only in that case can

we directly use current conservation. If the photon propagator ends on another internal line

of the diagram, the argument is more subtle, but still true. The cancellation of the extra

terms may require adding several Feynman diagrams. Since they cancel anyway, one may

simplify the computation by choosing a convenient value for λ. Popular values are λ → ∞
(Landau gauge) and λ = 1 (Feynman gauge). However, many people prefer to keep λ as a

parameter, because its cancellation in the final result is a useful check on the computations.
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5.8. External photons and polarization sums

Analogous to fermions, the Feynman rule for external fermions involves the factor ǫµ that

appears in common with the creation/annihilation operators. The rule is

�i�� (p)
�i�(k) k

p
Note that for the outgoing particle we have written ǫ∗ to allow complex polarization vectors.

For example, a photon can have circular polarization with polarization tensors ǫ1 ± iǫ2.

Suppose we are considering a process with external photons, but we do not detect the

polarization of those photons. Then the cross section is related to the square of the amplitude,

summed over the polarizations.

One obtains the following polarization sum:

Pµν =

2
∑

i=1

ǫiµǫ
i∗
ν .

In the basis we have chosen this is obviously equal to












0 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0













but we need to know the result also when ~k is pointing in an arbitrary direction. The

generalization is easy: we simply define nµǫiµ = ~k ·~ǫi = 0 and choose the two ǫ’s orthonormal.

Then we get

Pµν =

{

−gµν − kµkν

|~k|2
if µ 6= 0 and ν 6= 0

0 if µ = 0 or ν = 0
.

This is not a covariant expression, because we did not work in a covariant gauge. However,

again gauge invariance simplifies our life. It turns out that the correct result is obtained if

we simply set Pµν = −gµν since all other terms do not contribute.
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5.9. Feynman rules

The Feynman rules are, in Feynman gauge� �k − i

k2
gµν

�
�
� ieqγµαβ

5.10. An example

Consider the process e+e− → µ+µ− at tree level. There is just one Feynman diagram,

namely

e� ��
�+e+

We choose momenta as follows: e+(k1)e
−(k2) → µ+(p1)µ

−(p2). Applying all the Feynman

rules we easily get the amplitude:

T (k1, k2, p1, p2, i, j,m, n) = v̄i(~k1)ieqeγ
ρuj(~k2)

−igρσ
(k1 + k2)2

ūm(~p2)ieqµγ
σvn(~p1) .

Here qe is the electron charge and qµ the muon charge. By definition, q is the charge of the

particle (as opposed to the anti-particle) and also by definition the particles in this case are

e− and µ−, whereas e+ and µ+ are the anti-particles. Hence qe = qµ = −1.
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Let us suppose that the incoming electron and positron beams are not polarized, and that

we cannot observe the polarization of the outgoing muons. Then we should average over the

polarizations of the incoming particles, and sum over the polarizations of the outgoing ones.

The difference between summing and averaging is just a normalization factor. Hence we get

dσ =
1

4

∑

i,j,m,n

|T (k1, k2, p1, p2, i, j,m, n)|2
Φ2

4
√

(k1 · k2)2 −m2
1m

2
2)

using (3.15). The amplitude squared yields

1

4

∑

i,j,m,n

|T (k1, k2, p1, p2, i, j,m, n)|2 =
e4

4s2
Lρσ(e, k1, k2)L

ρσ(µ, p1, p2) ,

where s = (k1 + k2)
2 and

Lρσ(e, k1, k2) =
∑

i,j

v̄i(~k1)γ
ρuj(~k2)

[

v̄i(~k1)γ
σuj(~k2)

]∗
,

and something analogous for the muon part. Now we need a few standard tricks. First of

all, since v̄Mu is a number, for any matrix M , one may write

(v̄Mu)∗ = (v̄Mu)† = u†M†(v̄)† .

In our case M = γρ. This matrix is not hermitean, but

(γρ)† = γ0γργ0 .

The factors γ0 can be absorbed into the spinors, so that we get

(v̄γρu)∗ = ūγρv .

Similar manipulations hold for arbitrary matrices M built out of γ-matrices, but the details

(especially signs) may differ slightly.
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Using this we get

Lρσ =
∑

i,j

v̄iα(
~k1)γ

ρ
αβu

j
β(
~k2)ū

j
η(
~k2)γ

σ
ηζv

i(~k1)ζ ,

where we have explicitly written the spinor indices, which are to be summed. With the

indices written explicitly we may also write this as

Lρσ =
∑

i,j

vi(~k1)ζ v̄
i
α(
~k1)γ

ρ
αβu

j
β(
~k2)ū

j
η(
~k2)γ

σ
ηζ .

Now we may perform the sums over i and j using (4.8):

Lρσ = ( 6k1 −m)ζαγ
ρ
αβ( 6k2 +m)βηγ

σ
ηζ = Tr ( 6k1 −m)γρ( 6k2 +m)γσ .

To computing this trace we may use the formulas

Tr γµγν = 4gµν

Tr γµγνγργσ = 4 [gµνgρσ − gµρgνσ + gµσgρν ] .

Then we get

Lρσ = 4(kρ1k
σ
2 + kρ2k

σ
1 − gρσ(k1 · k2 +m2)) .

Combining this with the muon contribution and ignoring the electron and muon mass (which

is a good approximation at high energy) we get

Lρσ(e, k1, k2)Lρσ(µ, p1, p2) = 32((k1 · p1)(k2 · p2) + (k1 · p2)(k2 · p1)) = 8(t2 + u2) ,

expressed in terms of the Mandelstam variables

s = (k1 + k2)
2 ≈ 2k1 · k2 ≈ 2p1 · p2

t = (k1 − p1)
2 ≈ −2k1 · p1 ≈ −2k2 · p2

u = (k1 − p2)
2 ≈ −2k1 · p2 ≈ −2k2 · p2 .

In the massless limit there are some more simplifications. We can take the momenta as
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follows

k1 = (k, k, 0, 0)

k2 = (k,−k, 0, 0)

p1 = (k, k cos θ, k sin θ, 0)

p2 = (k,−k cos θ,−k sin θ, 0)

Then s = 4k2, t = 2k2(1− cos θ) and u = 2k2(1 + cos θ), and

1
4

∑

|A|2 = e2(1 + cos2 θ)

The phase space factor is

Φ2

4
√

(k1 · k2)2 −m2
1m

2
2

≈ 1

64π2s
dΩ

Putting all this together we find

dσ

dΩ
=

e4

64π2s
(1 + cos2 θ) .

=
α2

4s
(1 + cos2 θ)

Note that if we consider e+e− → e+e− the result will be different because there are extra

diagrams!

5.11. Non-abelian gauge theories

The field transformations we used to construct QED

ψ → eieqΛ(x)ψ

are local (x-dependent) elements of the group U(1), the group of phases eiθ. Since all

elements of this group commute it is called abelian.

The whole formalism can be extended in a rather straightforward way to non-abelian groups.

For simplicity we restrict ourselves here to the group SU(2). This group is well-know as the

rotation group for spinors, but here it will play a totally different rôle.
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Suppose we have a field ψi with an extra index i. For definiteness we will assume that the

field is a fermion (it could also be a complex scalar) and that i just takes two values, 1,2.

The kinetic terms are

Lkin = i

2
∑

i=1

ψ̄iγµ∂µψ
i .

This Lagrangian is invariant under transformations

ψi → U ijψj ,

where U is a unitary two-by-two matrix (note that ψ̄i → (ψ̄U†)i). Under multiplication

these matrices form a group, U(2), and for simplicity we restrict ourselves to the subgroup

SU(2) of matrices with determinant 1 (the overall phase is just a U(1) transformation).

Now suppose we consider a space-time dependent transformation U(x). Because of the

derivative this is no longer an invariance of the Lagrangian. Imitating QED, we can try to

cure that by introducing a covariant derivative Dµ that must transform as

Dµ → UDµU
−1 . (5.8)

Without loss of generality we may assume that Dµ has the form ∂µ +Aµ, so that it reduces

to the ordinary derivative for Aµ = 0. Since Aµ must act on the indices i it must be a

two-by-two matrix.

Therefore we can expand it into a complete basis of two-by-two matrices. Any such matrix

can be written as a +~b · ~σ, where a and ~b are four complex constants and σ are the Pauli

matrices. In this case we want Aµ to be anti-hermitean (just as ∂µ) so the constants must

be purely imaginary. Furthermore we will set a = 0. This is not necessary, but the constant

component of Aµ corresponds to an abelian gauge field that belongs to the overall phase

in U(2) in comparison with SU(2). Since we are only considering SU(2) here, only the

components proportional to ~σ are interesting for us. Instead of the Pauli matrices we will

use the matrices

T a = 1
2σ

a .

This avoids several factors 1
2 in formulas, and also prevents confusion with the Pauli-matrices
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used for spin. Then we write the gauge fields in the following way

Aµ = −ig
∑

a

Aa
µT

a ,

where we have introduced a factor −ig for future purposes. The component fields Aa
µ are

real. The factor g will play the rôle of the coupling constant, just as e in QED. Note that

there are three gauge fields, for a = 1, 2, 3.

To see how Aµ should transform, it is instructive to consider infinitesimal transformations

U(~θ) = 1 + i~θ · ~T .

Expanding (5.8) to first order in θ we get

Aµ → Aµ − i∂µ~θ · ~T + ig~θ
[

~T , Aµ

]

.

In terms of the components we get

Aa
µ → Aa

µ +
1

g
∂µθ

a − θbǫabcAc
µ .

5.12. Coupling to fermions

Replacing in the fermion action ∂µ by Dµ we have coupled a three-component gauge field to

the fermion. The action is explicitly

L = i
2
∑

i,j=1

ψ̄iγµDij
µ ψ

j

= i

2
∑

i,j=1

ψ̄iγµ
[

∂µδij − igAa
µT

a
ij

]

ψj

= iψ̄iγµ∂µψ
i + gAa

µψ̄
iγµT a

ijψ
j

= Lkin + Lint .

In perturbation theory the first term gives rise to the fermion propagator, which in compar-

ison to the one of QED has an extra factor δij . The second term is a perturbation, which

yields the Feynman rule (the curly line represents a non-abelian gauge boson, see below)
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�; i
�; j

�; a igγµαβT
a
ij

The fermion spinors u, v, ū, v̄ now get extra indices i, j, . . . in addition to their spinor indices.

The matrices T a are multiplied together along a fermion line, starting at an outgoing arrow

and following the line against the arrow direction. If there is a closed fermion loop, one

obtains a trace of a product of matrices T . Combinatorically this works exactly as for the γ

matrices.

5.13. Gauge kinetic terms

We can also write down a kinetic term for the gauge fields. First define

Fµν = [Dµ, Dν ] = ∂µAν − ∂νAµ + [Aµ, Aν ] . (5.9)

Just like Aµ, the field strength tensor Fµν is a two-by-two matrix, and it can be expanded

in terms of Pauli matrices as

Fµν = −ig
∑

a

F a
µνT

a ,

Now we can express the components of Fµν in terms of those of Aµ:

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gǫabcAb

µA
c
ν .

The reason for writing Fµν as in (5.9) is that it has a nice transformation law under gauge

transformations

Fµν → UFµνU
−1 .

Note that in contrast to the field strength of QED, the field strength tensor of non-abelian

gauge theories is not gauge invariant. However, we can make a gauge invariant combination,

Lgauge =
1

2g2
Tr FµνF

µν . (5.10)

where the trace is over the two-by-two matrices. Because of the cyclic property of the trace

this quantity is gauge invariant. It is also manifestly Lorentz invariant, and hence it is a
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good candidate for the Lagrangian of the non-abelian gauge fields. If we write it out in

components we get

Lgauge = −1

4

∑

a

F a
µνF

µν,a .

5.14. Feynman rules

Note that the linear terms in F a
µν are just like those for QED. If that was all there was

we just had three copies of QED, for a = 1, 2, 3. The quadratic terms in F a
µν give rise to

cubic terms in the Lagrangian that are proportional to g, and quartic terms proportional

to g2. These are interactions. Just as in QED, we use the bilinear terms in the action to

define a propagator, which in fact is identical to the one of QED except for a factor δab. To

distinguish non-abelian gauge bosons from photons we use another kind of line:

k�; a �; b − i

k2
gµνδ

ab

The cubic and quartic term give rise to interactions, whose Feynman rules are�; a �; b
�; c

p k
q

gǫabc [(q − p)νgµρ + (k − q)µgνρ + (p− k)ρgµν ]

�; a �; b

�; c �; d
−ig2[ǫeabǫecd(gµρgνσ − gνρgµσ)

+ǫeacǫedb(gνρgµσ − gµνgρσ)

+ǫeadǫebc(gσρgµν − gµρgνσ)]

Just like photons, non-abelian gauge bosons Aa
µ have two components (two for each value

of the index a of course), and when they appear as external lines they are represented by



− 69 −

polarization tensors ǫaµ. Gauge fixing is required also in the non-abelian case, and there is an

extra complication. Extra fields have to be introduced that only appear in loop diagrams,

the Fadeev-Popov ghosts. They do not correspond to physical particles, but are required in

order to get gauge-invariant answers.

5.15. Other gauge groups

All the foregoing can easily be generalized to other symmetries. Instead of SU(2) we may use

other groups like SU(N) or SO(N). In general, one has instead of the Pauli matrices some

other set of hermitean matrices T a. These matrices satisfy a generalized set of commutation

relations,
[

T a, T b
]

= ifabcT c .

where fabc is a set of real numbers that are called the structure constants of the group. They

are fully anti-symmetric in all three indices. In addition to the commutation relations, the

only other property one needs to know about these matrices is their normalization. Often

one uses
⋆

Tr T aT b = 1
2δ

ab ,

which is indeed satisfied by the SU(2) matrices we used. In (5.10) this normalization is

implicitly assumed.

To write down Lagrangians, transformations and Feynman rules for another group, simply

make everywhere the replacement

ǫabc → fabc .

In interesting special case is the group SU(3), with fermions in triplet representations. There

are eight traceless hermitean three-by-three matrices T a. This yields QCD (quantum chro-

modynamics). Corresponding to the eight matrices there are eight gauge bosons, called

gluons, while the fermions are called quarks. It is now completely straightforward to write

down the QCD Lagrangian.

⋆ In some theories different fields may transform according to different representations of the gauge
group. Then the normalization can be fixed for only one representation, and will in general be different
for other fields. This does not occur in the standard model: although quarks and anti-quarks are in
different SU(3) representations, the traces have the same normalization.
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Note that the entire discussion of non-abelian gauge theories is completely analogous to that

of QED. This is in fact a special case, obtained by replacing

T a → q

g → e

ǫabc → 0

~θ(x) → eΛ(x) .

6. The Higgs mechanism

6.1. Vacuum expectation values

The classical value of a field is the value it has when all quantum fluctuations are in their

ground state. Up to now we have always implicitly assumed that the classical value of

any field, 〈0|φ|0〉, vanishes. Indeed, this follows immediately if one computes the vacuum

expectation value (v.e.v.) of any quantum field we have written down so far, since the

v.e.v. of any creation/annihilation operator vanishes. But this is not necessarily true. In

general one can have φ = φcl + φqu, with all quantum fluctuations in the second term, and

φcl 6= 0. The classical field must be a solution to the equations of motion, or in other words

a stationary point of the action. Quantum mechanics gives rise to fluctuations around this

classical solution. In all examples we have seen so far φ = 0 was a solution to the equations

of motion, but in some cases there may be other solutions.

The classical value, φcl, serves as a new, non-trivial ground state of the theory. One defines

the vacuum in such a way that 〈0|φqu|0〉 = 0. The properties of the vacuum state are

determined by φcl. The possible values of φcl are restricted by the symmetries the theory

should have. In general, with φcl 6= 0 there will be fewer symmetries than with φcl = 0.

In any case we want our vacuum to be translation invariant and Lorentz-invariant. This

restricts φcl to be a constant over all of space-time, and it restricts φ to be a scalar field. But

φ may also transform non-trivially under some internal gauge symmetry. In general such a

symmetry will then not be a symmetry of the new vacuum.
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6.2. Higgs mechanism for abelian gauge symmetry

As an example, consider a complex scalar, coupled to an abelian gauge field. The Lagrangian

is

Lscalar = (Dµφ)
∗Dµφ . (6.1)

where Dµ = ∂µ − ieAµ. The gauge symmetry of this Lagrangian is φ → eieΛφ. Let us

assume that φ has a v.e.v. equal to v, which we will take to be real. If we expand around

φ = v, the fluctuations will not have the gauge symmetry anymore, since v is fixed and

doesn’t transform. This is puzzling at first sight, because we had argued before that the

gauge symmetry was essential for having a massless photon with two physical polarizations.

To see what happens we rewrite the Lagrangian in a peculiar way, by choosing

φ(x) =
1√
2
(v + η(x))eiξ(x) , (6.2)

so that η are the real fluctuations and ξ the imaginary ones. In the quantum theory the

quanta of η and ξ will yield the fluctuations, and they will have the usual expansion in terms

of oscillators, as in (2.2). Substituting (6.2) into the Lagrangian we get

1
2 |(∂µη + i(v + η)(∂µξ − eAµ)|2 .

Now we replace everywhere Aµ by Bµ = Aµ − 1
e∂µξ. Now the Lagrangian becomes

1
2 |(∂µη − i(v + η)eBµ)|2 .

Expanding this yields

1
2∂µη∂

µη + 1
2e

2v2BµB
µ + 1

2e
2BµB

µη(2v + η) .

Now suppose that there are other terms in the Lagrangian in addition to (6.1). This includes

in particular the kinetic terms. All the additional terms must be gauge invariant. The

replacement Bµ = Aµ − 1
e∂µξ can be realized on all other terms as a gauge transformation,

which may include ξ-dependent transformations of other fields. This implies that the other

terms in the Lagrangian remain unchanged, except that Aµ is replaced everywhere by Bµ.
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To summarize, suppose we started with a Lagrangian

−1
4Fµν(A)F

µν(A) + Lscalar + Lrest(A) .

Then after shifting the vacuum and some changes of variables we end up with

−1
4Fµν(B)F µν(B) + 1

2∂µη∂
µη + 1

2e
2v2BµB

µ + 1
2e

2BµB
µη(2v + η) + Lrest(B) .

Two observations can now be made:

— The field φ had two real degrees of freedom, η and ξ, but the latter has disappeared

completely.

— The quadratic term in Bµ gives a mass ev to the vector field.

This magic is called the Higgs mechanism, after one of its inventors. It allows us to give a

mass to the gauge boson, simultaneously breaking the gauge symmetry. The field ξ is not

really gone. As we have seen, a massive gauge boson has three degrees of freedom, a massless

one only two. When we made the transformation Bµ = Aµ − 1
e∂µξ we have absorbed ξ into

the gauge field to provide the extra degree of freedom needed to make it massive. One often

says that ξ was “eaten” by the gauge field.

Massive vector bosons occur in the theory of weak interactions, the W± and Z bosons. You

may wonder why we couldn’t simply have added the mass term by hand. The reason is

that such a procedure makes the theory inconsistent. It explicitly breaks gauge invariance,

and gauge invariance is essential for consistency of theories with spin-1 particles. In the

procedure explained above gauge invariance is not manifest anymore in the shifted ground

state, but it is still present in a less obvious form.

6.3. The potential

The theory we have obtained after shifting the vacuum has a massive vector boson plus a

massless scalar. The presence of the scalar is a prediction of the Higgs mechanism, but if it

could only be massless it would already contradict experiment. If one tries to add a mass

term for the scalar φ one finds that now only the trivial vacuum φ = 0 is a solution to the
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equation of motion (remember that we only consider constant solutions). But by adding

interaction terms one can circumvent this easily. We consider the Lagrangian

L = ∂µφ
∗∂µφ−m2φφ∗ − 1

4λ(φφ
∗)2 .

For constant fields the kinetic terms may be ignored, and the equations of motion read

m2φ+
1

2
λφ(φφ∗) = 0 .

If m2 < 0 his has two solutions, φ = 0 and the non-trivial ground state φφ∗ = −2m2

λ . Note

that only the norm of φ is fixed, not its phase. We have a continuous set of ground states to

choose from, and above we have chosen just one of them, v =
√

−2m2

λ real. The continuum

is illustrated in the following picture of the potential as a function of φ

� �

V

Re �
Im �

The black dot indicates our choice of the ground state, but any choice on the bottom of

the “Mexican hat” would have been fine as well. By making a choice we break the gauge

symmetry, i.e. the phase rotations of φ. We have also indicated the directions of the small

perturbations η and ξ.

If one shifts the value of φ one finds that η now gets a mass, and ξ disappears, as before.

The mass of η, the Higgs boson, is a free parameter, and is in principle unrelated to the

mass of the vector boson, ev.
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Observe that in order to find a non-trivial ground state we had to take m2 < 0. If one

expands around the trivial ground state φ = 0 this negative value of m2 leads to trouble: the

theory now contains particles with imaginary mass. This means that the theory with this

vacuum choice is sick. The only correct vacuum is the non-trivial one, and all fluctuations

around it have positive or zero mass. If on the other hand m2 > 0 the only vacuum is φ = 0.

By continuously changing m2 we can go from the symmetric vacuum φ = 0 to the vacuum

with broken gauge symmetry. This phenomenon is called spontaneous symmetry breaking.

All the above can be generalized to non-abelian gauge theories, but we will not discuss that in

any detail. The main features are the same. Some symmetries within a symmetry group are

spontaneously broken, and the corresponding vector bosons acquire a mass by each “eating”

a scalar. The resulting spectrum always contains (at least) one Higgs scalar, whose mass is

a free parameter and hence cannot be predicted.

7. Loops

7.1. Ultraviolet Divergences

Consider a simple loop diagram in a scalar theory, such as

k

k+q

N M

To be rather general we have left the number of external lines as a free parameter, and we

have used an N+2-point vertex with coupling constant λN+2 and an L+2-point vertex with

coupling constant λL+2. The interaction Lagrangians are thus 1
(N+2)!λN+2φ

N+2 and the

same with L instead of N . The loop integral is

(iλN+2)(iλL+2)

∫

d4k

(2π)4

[

i

k2 −m2

] [

i

(k + q)2 −m2

]

.

Here the integral is over all of momentum space.
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For large k this integral behaves as

V =

∫

d4k
1

k2(q + k)2
.

This integral diverges for the same reason why
∫

dx(1/x) diverges. One calls this a logarith-

mic divergence. Since it occurs for large momenta it is also called an ultraviolet divergence.

7.2. Regularization

One can make the ultraviolet divergence explicit by cutting off the integral. Instead of

integrating over all of momentum space, one integrates over a finite sphere of radius Λ2, so

that k2 < Λ2.
⋆

After introducing the cutoff the integral is finite, but now it depends on the

cutoff,

V ∝ λN+2λL+2 log(
Λ2

q2
)

and we cannot take the cutoff to infinity.

The process of making the integral finite is called regularization. There are other ways of

achieving this, and since it has no obvious physical meaning, all physical quantities one

finally obtains should be independent of the regularization procedure. But first we have to

get rid of the divergences.

7.3. The origin of ultraviolet divergences

What is the reason for the infinity? Note that when we integrate over all of momentum space

we are doing something that is physically ridiculous. Large momentum corresponds to large

energies, and to short distances. Experimentally we have been able to explore nature up to

several hundred GeV, and without doing further experiments we cannot pretend to know

what happens at larger energies or shorter distances. Suppose that at shorter distances

space-time has a crystalline structure. Then the inverse of the cell size would provide a

maximum momentum, since wavelengths smaller than the cell size make no sense. In this

situation the momentum cut off introduced above would have a physical meaning.

⋆ Since we are in Minkowski space this requires a bit more discussion, since it is not obvious what a
“sphere” is. In fact all these manipulations are always done after one has analytically continued the
integrand to Euclidean space, and then the cutoff make sense. We leave out all technical details here.
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One may also envisage changes to the vertices that are small at low energies, but cut off

the integral at large energies. For example, suppose the Feynman rule for a vertex was not

λL+2 but something like λL+2 [Λ2/(P 2+Λ2)], where P is the sum of the incoming momenta

and Λ a large mass (larger than 1 TeV, say). A low energy observer would experimentally

detect the existence of the λL+2φ
L+2 vertex by scattering two φ particles, and measuring

the probability that L such scalars come out. At low energies P 2 ≪ Λ2, and the correction

factor is almost one. If Λ is large enough, it would be impossible to observe it. However,

if we insert the same vertex in a loop diagram we integrate over all momenta, and we are

sensitive to any such factor. Factors of this kind do indeed occur, for example if our φ

particle were not elementary, but is in fact a bound state of two other particles. Then the

interaction vertices are corrected by “form-factors”. If the binding scale is sufficiently high,

a low energy observer cannot resolve the sub-structure, and for all practical purposes sees

the particle as elementary.

In other words, if we claim that Feynman diagrams are divergent for large momenta, we are

simply making a completely unfounded extrapolation of known physics to extremely short

distances. But that leaves us with the question what to do about these integrals.

7.4. Renormalization

Let us return to experiment. Clearly the loop diagram contributes to processes with N + L

external lines. Suppose our theory has an additional vertex 1
(N+L)!λN+Lφ

N+L. Suppose we

do a scattering experiment to measure this vertex for example 2 φ particles to N+L−2 such

particles. The amplitude, expanded to one-loop level has now schematically the following

contributions

L+M-2

L

M-2

+ + ...

(this is just intended schematically, and in particular we didn’t draw all diagrams here; there

are others with one or both incoming lines attached to the other vertex). An experimentalist
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can only measure the sum of these diagrams.
†

The sum gives an expression like

λL+N + CλN+2λL+2 log(
Λ2

q2
) + . . . ,

where C is some numerical coefficient and q is some combination of the external momenta.

The explicit form of both follows from the details of the computation, but is not relevant for

our purpose. The dots indicate terms that are finite for Λ → ∞ plus contributions of higher

order diagrams.

The coupling constant λL+N is a physical parameter of the theory, that is not predicted by

the theory itself, but must be measured. To measure it we must specify a physical process.

In the present case, that physical process could be φ-φ scattering to N + L − 2 φ-particles

with precisely specified external momenta. Let us call the value of q for those fixed momenta

q0. Then the physical value of the coupling constant is related in the following way to the

parameters in the Lagrangian

λphysicalL+N = λL+N + CλN+2λL+2 log(
Λ2

q20
) + . . . . (7.1)

Experimentalists can only measure finite numbers, so clearly λphysicalL+N is finite, and inde-

pendent of Λ. The terms in the linear combination appearing on the right hand side are

physically irrelevant, because we can never measure them separately. If we now re-express

the physical process for arbitrary momenta in terms of the physical, measured coupling

constant, we get of course

λphysicalL+N + CλN+2λL+2 log(
q20
q2
) + . . . ,

which is finite.

This process of absorbing short distance singularities into physical quantities is called

renormalization.
‡

The quantity λphysicalL+N is usually called the renormalized coupling con-

stant, and the quantities that appeared in the Lagrangian are called bare coupling constant.

They cannot be measured.

† In fact only the infinite sum of all diagrams is a measurable quantity. Here we work to second order
in the coupling constants λK , which are assumed to be small. This may seem strange since the loop
correction diverges as Λ → ∞. But note that for any finite choice of Λ we can make the coupling
constants small enough so that the next order can be ignored. After computing a physical cross section
for small coupling, we continue the coupling to its physical value.

‡ In addition to physical quantities, some singularities are absorbed in the normalization of the fields,
which is not a physical quantity.
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The crucial point is now the following. We can only give one definition of λphysicalL+N , but of

course this coupling constant appears in many different processes. Whenever λL+N (the

bare coupling) appears, we replace it by λphysicalL+N , using (7.1). If all goes well, this should

remove all log Λ terms at the next order. For this to work, it should be true that λL+N

always receives at the next order exactly the same loop corrections. To some extent one can

see that intuitively, but actually proving it is quite hard.

The foregoing can be summarized by the following prescription:

1. Calculate some process to a given loop order in perturbation theory.

2. Introduce a prescription to cut off all the “divergent” integrals. (regularization).

3. For each physical parameter, choose one specific physical process to define and measure

it.

4. Then use this definition in all other processes to substitute the bare parameters by

the renormalized ones. If all goes well, one now obtains for each process one com-

putes a perturbative expansion in terms of physical, renormalized parameters, and all

dependence on the regulator scale Λ has disappeared.

Note that it doesn’t matter whether the momentum integrals are actually infinite or are cut

off by some unknown short distance physics. All the unknown physics is absorbed in the

renormalized parameters. These parameters depend on unknown physics and are therefore

not determined theoretically.

However, in general the number of parameters one needs in this procedure is infinite. We can

only absorb a log Λ in a physical parameter if that parameter actually exists. For a scalar

theory the procedure outlined above will generate a vertex with N +L lines if there exists a

vertex with N +2 and one with L+2 lines. Suppose N = L = 3 and L = 2, i.e. we consider

two five point vertices. Then N + L = 6, and to absorb the corresponding divergence we

need a six-point vertex. Combining that with a five-point vertex gives a seven-point vertex,

and clearly this never stops. Then the theory has an infinite number of parameters. To

determine it completely one needs to do an infinite number of experiments.
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7.5. Renormalizability

A theory is called renormalizable if all divergences can be absorbed into a finite number

of parameters. This is a very strong restriction, but it makes the theory enormously more

powerful. After the determination of a handful of physical parameters, one can make detailed

predictions of all physical cross sections and decay rates! In our scalar theory example this

allows only two vertices, φ3 and φ4. If there is just one scalar, the only parameters are the

couplings λ3 and λ4 and the mass of the scalar. The mass is treated in a quite similar way:

it also must be determined experimentally, and it is also renormalized.

Other examples of renormalizable theories are QED and QCD. Both have just one parameter,

the coupling constants e and g respectively (if one ignores the fermion masses). The coupling

constant of QED can be defined by means of the electron-photon coupling at zero photon

momentum. For the QCD coupling constant the equivalent procedure cannot work, because

we do not have free quarks and gluons, and furthermore because QCD perturbation theory

doesn’t work at zero gluon momentum. So one necessarily has to define g rather more

indirectly, and at a non-vanishing momentum scale.

7.6. Dimensional analysis

An important constraint on the allowed vertices comes from dimensional analysis. Since

we have set h̄ = 1 and c = 1 there is just one physical dimension left, that of a mass. The

number of powers of “mass” a physical quantity contains is called its dimension. Hence mass

has dimension 1 and length has dimension −1; derivatives then have dimension 1.

Actions are dimensionless, and therefore Lagrangian densities must have dimension 4. From

the kinetic terms we can then determine the dimensions of all fields. For example

L = 1
2 [∂µϕ∂

µϕ]

tells us that ϕ has dimension 1.
⋆

Similarly, fermion kinetic terms tell us that fermion fields

have dimension 3
2 , and gauge kinetic terms require that gauge fields have dimension 1.

⋆ Note that we could have allowed for a coefficient in front of the kinetic term, which could have its own
dimension. However, we can always absorb such a coefficient by redefining ϕ. Any other term in the
Lagrangian will always have a coefficient.
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7.7. Renormalizable theories

Now consider interactions. Since the dimensions of the fields are fixed, dimensional analysis

now fixes the dimensions of the coupling constants. Take for example λNϕ
N . Obviously the

dimension of λN is 4 − N . If N > 4 the coupling constant has a negative dimension. This

turns out to be the origin of non-renormalizability. Feynman diagrams with combinations

of such coupling constants can have coefficients with arbitrarily negative dimensions, whose

divergences correspond to terms with an arbitrarily large number of fields.

A necessary condition for renormalizability is absence of negative dimensional coupling con-

stants. This leaves only very few possibilities, namely

— ϕ3 (with a coupling of dimension 1)

— ϕ4

— ψ̄ψϕ or ψ̄γ5ψϕ

— ∂AA2 or A4

— ψ̄γµψAµ or ψ̄γµγ5ψAµ

— A2φ2 or A∂φφ

where ϕ, ψ and A denote generic scalars, fermions and spin-1 fields. In some cases de-

tails of the index structure are suppressed. In all cases except ϕ3 the coupling constant is

dimensionless. In addition to these interactions also mass terms are allowed.

For spin-1 fields more severe constraints apply, which will not be explained here. Their

interactions must not only have the structure listed above, but they must have the precise

form we saw in the chapter on gauge theories. This is due to the requirement of gauge

invariance. Mass terms for spin-1 bosons are only allowed if they are due to the Higgs

mechanism.

7.8. The meaning of renormalizability

There is another way of looking at the requirement of renormalizability. Mass scales in

physics usually have a deeper meaning. If a coupling constant has a non-zero dimension,

the corresponding mass scale must have a physical interpretation in terms of “new physics”.

Take for example a fermion four-point vertex (ψ̄ψ)2. This has dimension six, so the coupling
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constant has dimension −2. Fermi wrote down an interaction vertex of this type to under-

stand the weak interactions, and this gives a very accurate description of weak interactions

at low energies. However, now we know a more fundamental explanation for this four-fermi

interaction. In the standard model, the interaction is attributed to exchange of a heavy

W -boson, and takes the form
†

ψ̄γµψ
1

k2 −M2
W

ψ̄γµψ .

For low values of k this looks like a four-fermi vertex with a coupling constant 1
M2

W

, but at

higher energies the effect of the propagator momentum kµ becomes noticeable.

The four-fermion theory is not renormalizable. If one imagines a time before the weak

interactions were discovered, but QED was known, then the physicists of that time could

live happily with the knowledge that their theory was renormalizable. The discovery of the

four-fermion interaction changed that. Its presence hints at new physics. That physics is

described by the standard model, which again looks to us as a renormalizable theory. But

future experiments may change that again. If evidence for new interactions with negative

dimensional coupling constants is found, we may again expect new physics. Nobody knows

where that may happen, but the point is that it does not matter as long as the scale of

the new physics is large enough. Then the extra interactions are anyway invisible to us. In

other words, renormalizability is not some deep property of nature, but rather an inevitable

consequence of doing physics well below the next scale where interesting new phenomena

occur.

In our description of nature both renormalizable and non-renormalizable theories play a

role. For example the standard model of weak, electromagnetic and strong interactions is

renormalizable, but the theory of pion-nucleon interactions is not. In the former case that

means that we can predict scattering amplitudes of quarks and leptons with – in principle –

unlimited accuracy in terms of only a few (about 27) parameters that must be determined

experimentally. In the latter case we may be able to describe low-energy pion-nucleon inter-

actions, but if we attempt to go to higher energies more and more parameters are required

and finally the description becomes completely inadequate. At sufficiently short distances

† This is only schematic, and important details such as the left-handed nature of the currents are
suppressed.
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we have to take the quark substructure of pions and nucleons into account, and we cannot

pretend that they are fundamental fields.

At some time in the future we may find ourselves in the same situation with the standard

model, but only experiment can tell us if and when that happens.

7.9. Running coupling constants

Let us return to the definition of the coupling constant, (7.1). We will consider renormalizable

theories, so we choose L = N = 2. Then all vertices involved are four-point vertices (we

ignore λ3). To define the coupling constant, it was necessary to fix an energy scale q0.

Suppose we consider the same process at some other energy scale Q. Then the amplitude is

A = λ4 + Cλ24 log(
Λ2

Q2
) + . . . .

= λ4 + Cλ24 log(
Λ2

q20
) + Cλ24 log(

q20
Q2

) + . . .

= λphysical4 + Cλ24 log(
q20
Q2

) + . . .

= λphysical4 + C(λphysical4 )2 log(
q20
Q2

) + . . . .

In the last step we have substituted λ4 by λphysical4 . This is allowed because the difference

is of higher order in λ4. It is in fact precisely what the renormalization prescription tells

us to do, in order to remove divergences at the next order of perturbation theory. If we

consider scales Q very far from our reference scale q0 perturbation theory doesn’t work very

well anymore: there are large logarithmic corrections. They are finite remnants of the log Λ

divergence. This situation can be improved by using as the expansion parameter not the

constant λphysical but the running coupling constant

λ4(Q
2) = λphysical4 + C(λphysical4 )2 log(

q20
Q2

) + . . . , (7.2)

where, as before, λphysical4 is the coupling constant defined at the reference scale q0. The

name “running coupling constant” is of course an internal contradiction: obviously it is not

a constant at all.
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7.10. Beyond one loop

To keep the discussion simple we have only discussed one-loop corrections, but everything

goes through in the same spirit at higher loops. The definition of the running coupling

constant can be extended in such a way that even the largest contributions of higher loop

diagrams (the leading logs) are included in the definition of the running coupling constant.

In this way the use of running coupling constants effectively sums up part of the infinite

perturbation series.

We have been rather vague about the definition of the scale Q to be used, and indeed this is

a rather subtle issue. In general, it should be the energy scale of the process one considers,

but it is not always clear cut. Bad choices lead to poor convergence of the series, but one

will only see that if higher loop orders are computed.

7.11. Asymptotic Freedom

All couplings of the standard model run, but the best known example is the couping constant

of QCD. The sign of the one loop correction is rather important, and determines if the

coupling constant decreases or increases with increasing energy. If it decreases, perturbation

theory effectively gets better and better with increasing energy, and the theory is called

asymptotically free, i.e. it approaches a free theory at small distances. This is the case for

QCD. Some of the diagrams responsible for the running of the QCD coupling constant are

shown below
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Here we consider the gauge-boson/fermion coupling. If instead one uses the three gauge-

boson coupling or the four gauge-boson vertex one gets an entirely different set of diagrams,

but by the miracle of gauge invariance the result, the renormalization and running of the

coupling constant, is exactly the same.

If the coupling constant increases with increasing energy it will eventually become too large

for perturbation theory to hold. This is what happens for QED. The relevant diagrams are

almost the same as for QCD, but of course the one with the three gluon vertex is absent
⋆

The effect of the running of α is quite small though: it is 1
137.04 at zero energy, and about

1
129 atMW . One has to go to extremely large energies before the coupling constant diverges.
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