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Recap: “Seeing the wood for the trees”
• Lecture 1: “Particles”
• Zooming into constituents of matter
• Skills: distinguish particle types, Spin

• Lecture 2: “Forces”
• Exchange of quanta: EM, Weak, QCD
• Skills: 4-vectors, Feynman diagrams

• Lecture 3: “Waves”
• Quantum fields and gauge invariance
• Skills: Dirac algebra, co- & contra variant

• Lecture 4: “Symmetries”
• Standard Model, Higgs, Discrete Symmetries
• Skills: Lagrangians, Chirality & Helicity

• Lecture 5: “Scattering”
• Cross section, decay, perturbation theory
• Skills: Dirac-delta function, Feynman Calculus

• Lecture 6: “Detectors”
• Energy loss mechanisms, detection technologies
• Skills: which technologies measure what?

38 LECTURE 2. PERTURBATION THEORY AND FERMI’S GOLDEN RULE

You may wonder why we need to consider a finite time interval T . The reason is that
when we assume that the initial state is an eigenstate of the free Hamiltonian with fixed
momentum (or energy), we have lost track of where a particle is in both space and

time. A moving wave packet would see the static potential during a finite time, but the
plane waves do not. Just like we will need to normalize the wave functions on a finite
volume, we will need to normalize the potential to a finite time. A proper treatment is
rather lengthy and relies on the use of wave packets. (See e.g. the book by K.Gottfried,
“Quantum Mechanics” (1966), Volume 1, sections 12, 56.) In the end, we can write
transition probabilities in terms of plane waves, provided that we normalize to T and
V . We discuss the normalization in more detail below.

2.3 Relativistic scattering

Fermi’s golden rule allows us to compute the scattering rate of non-relativistic particles
on a static potential. In scattering experiments at high energies we need to deal with two
scattering particles, rather than single particles scattering on a source. As an example,
consider two spin-less electrons scatter in their mutual electromagnetic field, as depicted
in Fig. 2.3.
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Figure 2.3: Scattering of two electrons in an electromagnetic potential.

Such scattering processes can be described by the exchange of virtual particles, Yukawa’s
force carriers. Even without understanding the details of the interaction, we can readily
identify one place where it should di↵er from the discussion above: the result must
somehow encode four-momentum conservation and not just energy conservation.

Our master formula for the di↵erential cross-section, Eq. (2.8) is essentially a gener-
alization to problems with more than one particle in the initial or final state. We
cannot derive the expressions for a scattering cross section at high energies without
going through the machinery of quantum field theory. (This is not entirely true: see
Thomson, chapter 3 and section 5.1.) Instead, we will sketch the main results, then work
through the electrodynamics of spin-less particles as an example in the next lectures.
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Lecture 1: “Particles”
Classification of particles

• Lepton: fundamental particle
• Hadron: consist of quarks
• Meson: 1 quark + 1 antiquark (𝜋!,𝐵"#, …)
• Baryon: 3 quarks (𝑝 ,𝑛 , Λ, …)
• Anti-baryon: 3 anti-quarks

• Fermion: particle with half-integer spin.
• Antisymmetric wave function: obeys Pauli-

exclusion principle and Pauli-Dirac statistics
• All fundamental quarks and leptons are spin-½
• Baryons (S= ⁄$ %, ⁄& %) 

• Boson: particle with integer spin
• Symmetric wave function: Bose-Einstein statistics
• Mesons: (S=0, 1), Higgs (S=0)
• Force carriers: 𝛾, 𝑊, 𝑍, 𝑔 (S=1); graviton(S=2)

Griffiths chapter 1



Lecture 2: “Forces”

Vertex: 𝑒Vertex: 𝑒

Propagator: $
'!

Weak interaction
• Original idea, Fermi: 4-point ‘contact’ interaction (1933) 

• Short range, so not a bad idea at low energies 
• However, force = exchange of particle: ‘intermediate vector boson’

�22

- W is (electrically) charged! 
- (q2 = ‘energy’ of W) 
- if q2 > Mw2 —> effect visible 
- note: if MW large —> force small

- GF ~ 10-5 (~ g2/MW2) 
- compare to ! ~ 10-2

g2
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✓
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Not just ‘vertex’, 
but also ‘propagator’

Vertex: (
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Vertex: (
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Propagator:     
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𝑔201 𝑔/ 02
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EM (QED) Weak

Strong (QCD)
QCD

ElectroWeak

Griffiths chapter 2



Lecture 3: “Waves” – wave equations

Quantum Mechanics: 𝐸 → 6𝐸 = 𝑖ℏ +
+,

;       𝑝 → 𝑝̂ = −𝑖ℏ𝛻

𝐸 =
𝑝⃗%

2𝑚

𝐸% = 𝑝%𝑐% +𝑚%𝑐- −
1
𝑐%

𝜕%

𝜕𝑡%
𝜙 = −𝛻%𝜙 +

𝑚%𝑐%

ℏ%
𝜙

𝜕.𝜕.𝜙 +𝑚%𝜙 = 0

𝑖ℏ
𝜕
𝜕𝑡 𝜓 = −

ℏ%

2𝑚𝛻%𝜓

Non-relativistic spin 0: Schrödinger:

𝜕𝜌
𝜕𝑡 + 𝛻 ⋅ 𝚥 = 0

𝜌 ≡ 𝜓∗𝜓 = 𝑁 "

𝚥 ≡ #ℏ
"%

𝜓𝛻𝜓∗ − 𝜓∗𝛻𝜓 = & !

%
𝑝⃗

Relativistic spin 0:

Relativistic spin- ½: 

𝐻 = 𝛼⃗ ⋅ 𝑝⃗ + 𝛽𝑚 𝑖
𝜕
𝜕𝑡 𝜓 = −𝑖 𝛼⃗ ⋅ 𝛻 + 𝛽𝑚 𝜓

𝑖𝛾.𝜕. −𝑚 𝜓 = 0

Klein-Gordon:

Dirac:

𝑗' = 2 𝑁 "𝑝'𝜌 = 2 𝑁 "𝐸
𝚥 = 2 𝑁 "𝑝⃗

𝜓 = 𝑁𝑒/ 1⃗2⃗*3,

𝑗( = 3𝜓𝛾(𝜓 = 𝜓)𝜓 = 5
#*+

,

𝜓# "

Probability interpretation
(Continuity equation)

𝜙 = 𝑁𝑒/ 1⃗2⃗*3,

𝜓 = 𝑢(𝑝)𝑒/ 1⃗2⃗*3,

𝑢 𝑝 =

.

.

.

.

𝑗' = 3𝜓𝛾'𝜓

Relativistic spin-1: Proca:

𝜕.𝜕.𝐴4 +𝑚%𝐴4 = 𝑗4
Fundamental
force carriers

Fundamental
quarks and leptons

Example: pions

EM: Maxwell equations 
for 𝐸 and 𝐵 fields

EM: 𝐴# = 𝛾à𝑚 = 0
QCD: 𝐴# = 𝑔à𝑚 = 0
Weak: 𝐴# = 𝑊,𝑍à𝑚 ≠ 0

𝑗' 𝜌, 𝚥 = 𝑖 𝜙∗ 𝜕'𝜙 − 𝜙 𝜕'𝜙∗

𝛾# ≡ 𝛽, 𝛽𝛼⃗



Lecture 3: “Waves” – gauge invariance
Lagrangians: Spin 0 Scalar field: ℒ = $

%
𝜕.𝜙 𝜕.𝜙 − $

%
𝑚%𝜙%

Spin ½ Dirac fermion ℒ = 𝑖 0𝜓𝛾.𝜕.𝜓 −𝑚 0𝜓𝜓

Spin 1 gauge boson (photon) : ℒ = − $
-
𝜕.𝐴4 − 𝜕4𝐴. 𝜕.𝐴4 − 𝜕4𝐴. − 𝑗.𝐴.

𝜕ℒ
𝜕𝜙 𝑥

= 𝜕.
𝜕ℒ

𝜕 𝜕.𝜙 𝑥
Euler Lagrange lead to the wave equations:                                                                  (stationary action in field theory)

All forces result from requiring a symmetry principle: Lagrangian should stay invariant under transformations

𝜓 𝑥 → 𝜓5 𝑥 = e/'6 2 𝜓 𝑥
𝐴. 𝑥 → 𝐴5. 𝑥 = 𝐴. 𝑥 − 𝜕.𝛼 𝑥

1) QED = U(1) symmetry ℒ = 𝑖 0𝜓𝛾.𝜕.𝜓 −𝑚 0𝜓𝜓 ℒ = 𝑖 0𝜓𝛾.𝐷.𝜓 −𝑚 0𝜓𝜓

𝜕. → 𝐷. ≡ 𝜕. + 𝑖𝑞𝐴.

ℒ = 𝑖 0𝜓𝛾.𝜕.𝜓 −𝑚 0𝜓𝜓 − 𝑞 0𝜓𝛾.𝜓𝐴.
Covariant derivative:

“free” “interaction”

2) Weak = SU(2) symmetry 𝜓 = 𝜓7
𝜓8

3) QCD = SU(3) symmetry 𝜓 =
𝜓9
𝜓(
𝜓:

𝜓 𝑥 → 𝜓5 𝑥 = exp /
%
𝑔𝜏 ⋅ 𝛼⃗ 𝑥 𝜓7

𝜓8
𝜓 𝑥 → 𝜓5 𝑥 = exp /

%
𝑔"𝜆 ⋅ 𝛼⃗ 𝑥

𝜓9
𝜓(
𝜓:

è 1 E.M. photon field: 𝐴. 𝑥

è 3 weak  fields: 𝑊.! 𝑥 , 𝑊.* 𝑥 , 𝑍. 𝑥 è 8   colored gluon fields: 𝑔. 𝑥

𝑆 = 2𝑑$𝑥 ℒ 𝜙 𝑥 , 𝜕𝜙 𝑥

𝛿𝑆 = 0

Think: ℒ = 𝑇 − 𝑉



Lecture 4: “Symmetries” – Standard Model  – 𝑆𝑈 3 Z×𝑆𝑈 2 [×U 1 \

• The Lagrangian of the Standard Model includes electromagnetic, weak and strong 
interactions according to the gauge field principle

• Construction of the Lagrangian: ℒ = ℒ9:;; − ℒ<=>;:?@><A= = ℒB<:?@ − 𝑔𝐽C𝐴C
• With 𝑔 a coupling constant, 𝐽. a  current ( 0𝜓Ο/𝜓) and 𝐴. a force field
A. Local 𝑈 1 gauge invariance: symmetry under complex phase rotations
• Conserved quantum number: (hyper-) charge

• Lagrangian: ℒ = 0𝜓 𝑖𝛾.𝐷. −𝑚 𝜓 = 0𝜓 𝑖𝛾.𝜕. −𝑚 𝜓 − 𝑞 0𝜓𝛾.𝜓
;%&
'

𝐴.

B. Local 𝑆𝑈 2 gauge invariance: symmetry under transformations in isospin doublet space.
• Conserved quantum number: weak isospin 𝑇 (LH)

• Lagrangian:  ℒ = aΨ 𝑖𝛾.𝐷. −𝑚 Ψ = aΨ 𝑖𝛾.𝜕. −𝑚 Ψ− (
%
aΨ𝛾.𝜏Ψ𝑏.

;⃗"()*
'

C. Local 𝑆𝑈 3 gauge invariance: symmetry under transformations in colour triplet space
• Conserved quantum number: color

• Lagrangian: ℒ = aΦ 𝑖𝛾.𝐷. −𝑚 Φ = aΦ 𝑖𝛾.𝜕. −𝑚 Φ− (+
%
aΦ𝛾.𝜆Φ
;⃗,-.
'

𝑐.

𝜕' → 𝐷' ≡ 𝜕' + 𝑖𝑞𝐴'

𝐼𝜕' → 𝐷' = 𝐼𝜕' + 𝑖𝑔𝐵'

𝐵# =
1
2
𝜏 ⋅ 𝑏# =

1
2
𝜏/0𝑏#0 =

1
2

𝑏1 𝑏/ − 𝑖𝑏2
𝑏/ + 𝑖𝑏2 −𝑏1

𝐼𝜕' → 𝐷' = 𝐼𝜕' + 𝑖𝑔-𝐶'

𝐶' are 3x3 matrices àgluon fields

Note Spinor: 𝜓 =

𝜓.
𝜓/
𝜓0
𝜓1

Note doublet spinors: Ψ2 =
𝜓3
𝜓4 2

Note triplet spinors: Φ =
𝜓5
𝜓6
𝜓7

𝑆𝑈2×𝑈1:   Hypercharge = 𝑌   ;   Charge = 𝑄   ;  𝑄 = 𝑇8 +
+
"
𝑌  



Lecture 4: “Symmetries” – Standard Model  – 𝑆𝑈 3 Z×𝑆𝑈 2 [×U 1 \

ℒ = #𝜓 𝑖𝛾N𝐷N −𝑚 𝜓 = #𝜓 𝑖𝛾N𝜕N −𝑚 𝜓 − 𝑞𝐽OP
N 𝐴N −

𝑔
2
𝐽QRST
N 𝑏N −

𝑔U
2
𝐽VWX
N 𝑐N

132 Lecture 11. Electroweak Theory

and the interaction term in the Lagrangian becomes:

−i
(

eJµ
EM · Aµ +

e

cos θw sin θw
Jµ

NC · Zµ

)

in terms of the physical fields Aµ and Zµ.

11.3 The Mass of the W and Z bosons

In the electroweak model as introduced here, the gauge fields must be massless, since ex-
plicit mass terms (∼ φµφµ) are not gauge invariant. In the Standard Model the mass of
all particles are generated in the mechanism of spontaneous symmetry breaking, intro-
ducing the Higgs particle (see later lectures.) Here we just give an empirical argument
to predict the mass of the W and Z particles.

1. Mass terms are of the following form:

M2
φ = 〈φ |H|φ〉 for any field φ

2. From the comparison with the Fermi 4-point interaction we find:

GF√
2

=
g2

8M2
W

⇒ M2
W =

√
2g2

8GF
=

√
2

8GF

e2

sin2 θ

Thus, we get the following predictions:

MW =

√
√
√
√

√
2

8GF

e

sin θw
= 81 GeV

MZ = MW (gz/g) = MW /cos θ = 91 GeV

11.4 The Coupling Constants for Z → f f̄

For the neutral Z-current interaction we have in general:

−igZ Jµ
NC Zµ = −i

g

cos θw

(

Jµ
3 − sin2 θwJµ

EM

)

Zµ

= −i
g

cos θw
ψ̄fγ

µ
[
1

2

(

1 − γ5
)

T3 − sin2 θwQ
]

︸ ︷︷ ︸

1
2(Cf

V −Cf
Aγ5)

ψf · Zµ

which we can represent with the following vertex:

Z0

f

f
−i

g

cos θw
γµ 1

2

(

Cf
V − Cf

Aγ
5
)

𝐴CQED U(1) ℒ<=> = −𝐽.𝐴. with  𝐽. = 𝑞 0𝜓𝛾.𝜓

Weak SU(2) : ℒ<=> = −𝐽.𝑏. with  𝐽. =
(
%
aΨ 𝛾.𝜏 Ψ

9.2. THE CHARGED CURRENT 147

As you will show in exercise 9.2 we can rewrite the charged current Lagrangian as

LCC = �g W+

µ
J+µ

� g W�
µ

J�µ (9.24)

with

Jµ,± =
1
p

2
 L �µ ⌧±  L (9.25)

and ⌧± = 1

2
(⌧1 ± i⌧2), or in our representation

⌧+ =

✓
0 1
0 0

◆
and ⌧� =

✓
0 0
1 0

◆
. (9.26)

The leptonic currents can then be written as

J+µ =
1
p

2
⌫L �µ eL and J�µ =

1
p

2
eL �µ ⌫L (9.27)

or written out with the left-handed projection operators:

J+µ =
1
p

2
⌫

1

2

�
1 + �5

�
�µ

1

2

�
1� �5

�
e (9.28)

and similar for J�µ. Verify for yourself that
�
1 + �5

�
�µ

�
1� �5

�
= 2�µ

�
1� �5

�
(9.29)

such that we can rewrite the leptonic charge raising current as

J+µ =
1

2
p

2
⌫ �µ

�
1� �5

�
e (9.30)

and the leptonic charge lowering current as

J�µ =
1

2
p

2
e �µ

�
1� �5

�
⌫ . (9.31)

Remembering that a vector interaction has an operator �µ in the current and an axial
vector interaction a term �µ�5, we recognize in the charged weak interaction the famous
“V-A” interaction. The story for the quark doublet is identical. Drawn as diagrams,
the charged currents then look as follows:

Charge raising: W+

e�

⌫e

W+

d

u

Charge lowering: W�

e�

⌫e

W�

d

u
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and the interaction term in the Lagrangian becomes:

−i
(

eJµ
EM · Aµ +

e

cos θw sin θw
Jµ

NC · Zµ

)

in terms of the physical fields Aµ and Zµ.

11.3 The Mass of the W and Z bosons

In the electroweak model as introduced here, the gauge fields must be massless, since ex-
plicit mass terms (∼ φµφµ) are not gauge invariant. In the Standard Model the mass of
all particles are generated in the mechanism of spontaneous symmetry breaking, intro-
ducing the Higgs particle (see later lectures.) Here we just give an empirical argument
to predict the mass of the W and Z particles.

1. Mass terms are of the following form:

M2
φ = 〈φ |H|φ〉 for any field φ

2. From the comparison with the Fermi 4-point interaction we find:

GF√
2

=
g2

8M2
W

⇒ M2
W =

√
2g2

8GF
=

√
2

8GF

e2

sin2 θ

Thus, we get the following predictions:

MW =

√
√
√
√

√
2

8GF

e

sin θw
= 81 GeV

MZ = MW (gz/g) = MW /cos θ = 91 GeV

11.4 The Coupling Constants for Z → f f̄

For the neutral Z-current interaction we have in general:

−igZ Jµ
NC Zµ = −i

g

cos θw

(

Jµ
3 − sin2 θwJµ

EM

)

Zµ

= −i
g

cos θw
ψ̄fγ

µ
[
1

2

(

1 − γ5
)

T3 − sin2 θwQ
]

︸ ︷︷ ︸

1
2(Cf

V −Cf
Aγ5)

ψf · Zµ

which we can represent with the following vertex:

Z0

f

f
−i

g

cos θw
γµ 1

2

(

Cf
V − Cf

Aγ
5
)𝐽'8 =

+
"
ZΨ𝛾'𝜏8Ψ with   𝜏± = +

"
𝜏+ ± 𝑖𝜏"

𝐽'± =
+
"
ZΨ𝛾'𝜏±Ψ with   𝜏± = +

"
𝜏+ ± 𝑖𝜏"𝑊'± ≡

1
2
𝑏'+ ∓ 𝑖𝑏'"

𝑍'~𝑏'8

𝛾C = 𝐴C cos 𝜃M + 𝑏CN sin 𝜃M
𝑍C = −AC sin 𝜃M + 𝑏CN cos 𝜃M

Electroweak mixing SU(2)xU(1):

𝑆𝑈 3 !"#"$×𝑆𝑈 2 %×𝑈 1 &Standard Model: 
𝑔6:7

𝑞

𝑞

Electromagnetic
interaction 

Weak
interaction 

Strong
interaction 

→ 𝐽'
;

𝐽'<

𝐽'=𝐽'8

𝐽'
;>?

𝐽'@



Lecture 4: Electroweak Quantum Numbers
For weak isospin some people write 𝑇b while others write 𝐼b With : 𝑄 = 𝑇N +

O
"
𝑌

Or     : 𝑄 = 𝐼N +
O
"
𝑌



Symmetry breaking with a real field 𝜙

• Start with a (new) scalar field !:  (Klein-Gordon), with a potential:  
 
 
 
 
 
                                Imaginary mass? —> makes no sense!  
                                

Simple example

�61

For a real scalar field for example:

Lscalar =
1

2
(@µ�) (@

µ
�)�

1

2
m

2
�
2
! Euler-Lagrange ! (@µ@

µ +m
2)� = 0| {z }

Klein-Gordon equation

In electroweak theory, kinematics of fermions, i.e. spin-1/2 particles is described by:

Lfermion = i ̄�µ@
µ
 �m ̄ ! Euler-Lagrange ! (i�µ@

µ
�m) = 0| {z }

Dirac equation

In general, the Lagrangian for a real scalar particle (�) is given by:

L = (@µ�)
2

| {z }
kinetic term

+ C|{z}
constant

+ ↵�|{z}
?

+ ��
2

|{z}
mass term

+ ��
3

|{z}
3-point int.

+ ��
4

|{z}
4-point int.

+ ... (1)

We can interpret the particle spectrum of the theory when studying the Lagrangian under
small perturbations. In expression (1), the constant (potential) term is for most purposes
of no importance as it does not appear in the equation of motion, the term linear in the
field has no direct interpretation (and should not be present as we will explain later), the
quadratic term in the fields represents the mass of the field/particle and higher order terms
describe interaction terms.

1.3 Simple example of symmetry breaking

To describe the main idea of symmetry breaking we start with a simple model for a real
scalar field � (or a theory to which we add a new field �), with a specific potential term:

L =
1

2
(@µ�)

2
� V(�)

=
1

2
(@µ�)

2
�

1

2
µ
2
�
2
�

1

4
��

4 (2)

Note that L is symmetric under � ! �� and that � is positive to ensure an absolute
minimum in the Lagrangian. We can investigate in some detail the two possibilities for the
sign of µ2: positive or negative.

1.3.1 µ
2
> 0: Free particle with additional interactions

)φV(

φ

To investigate the particle spectrum we look at the Lagrangian for
small perturbations around the minimum (vacuum). The vacuum
is at � = 0 and is symmetric in �. Using expression (1) we see that
the Lagrangian describes a free particle with mass µ that has an
additional four-point self-interaction:

L =
1

2
(@µ�)

2
�

1

2
µ
2
�
2

| {z }
free particle, mass µ

�
1

4
��

4

| {z }
interaction

6

1.3.2 µ
2
< 0: Introducing a particle with imaginary mass ?

φ

)φV( v

η

The situation with µ
2
< 0 looks strange since at first glance it

would appear to describe a particle � with an imaginary mass.
However, if we take a closer look at the potential, we see that it
does not make sense to interpret the particle spectrum using the
field � since perturbation theory around � = 0 will not converge
(not a stable minimum) as the vacuum is located at:

�0 =

r
�
µ2

�
= v or µ

2 = ��v
2 (3)

As before, to investigate the particle spectrum in the theory, we have to look at small
perturbations around this minimum. To do this it is more natural to introduce a field ⌘

(simply a shift of the � field) that is centered at the vacuum: ⌘ = �� v.

Rewriting the Lagrangian in terms of ⌘

Expressing the Lagrangian in terms of the shifted field ⌘ is done by replacing � by ⌘+ v in
the original Lagrangian from equation (2):

Kinetic term: Lkin(⌘) =
1

2
(@µ(⌘ + v)@µ(⌘ + v))

=
1

2
(@µ⌘)(@

µ
⌘) , since @µv = 0.

Potential term: V(⌘) = +
1

2
µ
2(⌘ + v)2 +

1

4
�(⌘ + v)4

= �v
2
⌘
2 + �v⌘

3 +
1

4
�⌘

4
�

1

4
�v

4,

where we used µ
2 = ��v
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1.3.2 µ
2
< 0: Introducing a particle with imaginary mass ?

φ

)φV( v

η

The situation with µ
2
< 0 looks strange since at first glance it
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r
�
µ2

�
= v or µ

2 = ��v
2 (3)
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perturbations around this minimum. To do this it is more natural to introduce a field ⌘

(simply a shift of the � field) that is centered at the vacuum: ⌘ = �� v.

Rewriting the Lagrangian in terms of ⌘

Expressing the Lagrangian in terms of the shifted field ⌘ is done by replacing � by ⌘+ v in
the original Lagrangian from equation (2):

Kinetic term: Lkin(⌘) =
1

2
(@µ(⌘ + v)@µ(⌘ + v))

=
1

2
(@µ⌘)(@

µ
⌘) , since @µv = 0.

Potential term: V(⌘) = +
1

2
µ
2(⌘ + v)2 +

1

4
�(⌘ + v)4

= �v
2
⌘
2 + �v⌘

3 +
1

4
�⌘

4
�

1

4
�v

4,

where we used µ
2 = ��v

2 from equation (3). Although the Lagrangian is still symmetric
in �, the perturbations around the minimum are not symmetric in ⌘, i.e. V(�⌘) 6= V(⌘).
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𝑣

ℒ =
1
2
𝜕N𝜙

c − 𝑉 𝜙 =
1
2
𝜕N𝜙

c −
1
2
𝜇c𝜙c −

1
4
𝜆𝜙d

Massive Klein-Gordon
term (Spin 0, mass =𝜇)

Interaction 
term

The Lagrangian has a minimum for 𝜙( = − '!

A
= 𝑣 or 𝜇" = −𝜆𝑣"

Conclusion: 
• The symmetry of the Lagrangian by adding a 

symmetric potential 𝜙 has not been destroyed
• The vacuum is no longer in a symmetric position

𝑚%𝐴.𝐴. → 𝑚% 𝐴. +
1
𝑒
𝜕.𝛼 𝐴. +

1
𝑒
𝜕.𝛼 ≠ 𝑚%𝐴.𝐴.• Explicit mass terms violate the symmetry:

• Add a new field to the Lagrangian:

Griffiths §10.9



Symmetry breaking with a complex field 𝜙
• Introduce a complex scalar field: 𝜙 = O

"
𝜙O + 𝑖𝜙"

• The Lagrangian term is:    ℒ = 𝜕C𝜙
∗ 𝜕C𝜙 − 𝑉 𝜙 ,  with 𝑉 𝜙 = 𝜇" 𝜙∗𝜙 + 𝜆 𝜙∗𝜙 "

• Lagrangian:      

ℒ 𝜙O, 𝜙" = O
"
𝜕C𝜙O

" + O
"
𝜕C𝜙"

"

− O
"
𝜇" 𝜙O" + 𝜙"" − O

Q
𝜆 𝜙O" + 𝜙"" "

11.4. BREAKING A GLOBAL SYMMETRY 179

11.4.2 µ2 < 0

V(  )Φ

φ2

v−
φ1

ξ
η

When µ2 < 0 there is not a single vacuum located at
„

0
0

«
, but an infinite number of vacua that satisfy:

q
�2

1
+ �2

2
=

r
�µ2

�
= v

From the infinite number we choose �0 as �1 = v and
�2 = 0. To see what particles are present in this model,
the behaviour of the Lagrangian is studied under small
oscillations around the vacuum.

Looking at the symmetry we would use a ↵ei�. When
looking at perturbations around this minimum it is nat-
ural to define the shifted fields ⌘ and ⇠, with: ⌘ = �1�v
and ⇠ = �2, which means that the (perturbations around
the) vacuum are described by (see section 11.5.2):

�0 =
1
p

2
(⌘ + v + i⇠)

η

ξφ2

φ1
[2] [1]

circle of vacua

Using �2 = �⇤� = 1

2
[(v + ⌘)2 + ⇠2] and µ2 = ��v2 we can rewrite the Lagrangian in

terms of the shifted fields.

Kinetic term: Lkin(⌘, ⇠) =
1

2
@µ(⌘ + v � i⇠)@µ(⌘ + v + i⇠)

=
1

2
(@µ⌘)2 +

1

2
(@µ⇠)

2 , since @µv = 0.

Potential term: V(⌘, ⇠) = µ2�2 + ��4

= �
1

2
�v2[(v + ⌘)2 + ⇠2] +

1

4
�[(v + ⌘)2 + ⇠2]2

= �
1

4
�v4 + �v2⌘2 + �v⌘3 +

1

4
�⌘4 +

1

4
�⇠4 + �v⌘⇠2 +

1

2
�⌘2⇠2

Neglecting the constant and higher order terms, the full Lagrangian can be written as:

L(⌘, ⇠) =
1

2
(@µ⌘)2

� (�v2)⌘2

| {z }
massive scalar particle ⌘

+
1

2
(@µ⇠)

2 + 0 · ⇠2

| {z }
massless scalar particle ⇠

+ higher order terms

We can identify this as a massive ⌘ particle and a massless ⇠ particle:

m⌘ =
p

2�v2 =
p
�2µ2 > 0 and m⇠ = 0

• Symmetry breaking: 
𝜙h =

i
c
𝑣 + 𝜂 + 𝑖𝜉

Griffiths §10.9

𝜇c < 0

Conclusion: 
• The symmetry of the Lagrangian by adding a 

symmetric potential 𝜙 has not been destroyed
• The vacuum is no longer in a symmetric position

The real case includes a complex (isospin doublet) field 𝜙
- 𝜙 degrees of freedom lead to mass terms for the 𝑊!,𝑊*, 𝑍#
- 𝜙 can also couple to fermions à particle masses
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The ‘physics’ (the dynamics of the interaction) is contained in the transition rate Wfi.
The flux and the phase space factors are just ‘bookkeeping’, required to compare the
result with the measurements.

The rigorous computation of the transition rate requires quantum field theory, which
is outside the scope of this course. However, to illustrate the concepts we discuss non-
relativistic scattering of a single particle in a time-dependent potential and formulate
the result in a Lorentz covariant way. In the next chapter we will derive the lowest order
amplitude for the scattering of A + B ! A + B, which can still be done without field
theory. We can link that result to the ‘Feynman rules’ derived in field theory.

2.2 Non-relativistic scattering

t=0 

H

V(x,t)ψ
i

ψ
f

0

0H
t=T/2t=−T/2

Figure 2.1: Scattering of a single particle in a potential.

Consider the scattering of a particle in a potential as depicted in Fig. 2.1 Assume that
both long before and long after the interaction takes place, the system is described by
the free Schrödinger equation,

i~ @ 
@t

= H0  (2.9)

where H0 is the unperturbed, time-independent Hamiltonian for a free particle. Let
�m(x) be a normalized eigenstate of H0 with eigenvalue Em,

H0�m(x) = Em�m(x). (2.10)

The states �m form an orthonormal basis,
Z
�⇤

m
(x) �n(x) d3x = �mn. (2.11)

We use the Kronecker delta, as if the spectrum of eigenstates is discrete. In chapter 2 we
considered a continuous spectrum of eigenstates for the free Hamiltonian, ‘numbered’
by the wave number k. Eventually, we could do that here, too, replacing the Kronecker
delta by a Dirac delta-function. However, it is trivial to change between the two and
the notation is a bit easier when we work with a discrete set of states.
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You may wonder why we need to consider a finite time interval T . The reason is that
when we assume that the initial state is an eigenstate of the free Hamiltonian with fixed
momentum (or energy), we have lost track of where a particle is in both space and

time. A moving wave packet would see the static potential during a finite time, but the
plane waves do not. Just like we will need to normalize the wave functions on a finite
volume, we will need to normalize the potential to a finite time. A proper treatment is
rather lengthy and relies on the use of wave packets. (See e.g. the book by K.Gottfried,
“Quantum Mechanics” (1966), Volume 1, sections 12, 56.) In the end, we can write
transition probabilities in terms of plane waves, provided that we normalize to T and
V . We discuss the normalization in more detail below.

2.3 Relativistic scattering

Fermi’s golden rule allows us to compute the scattering rate of non-relativistic particles
on a static potential. In scattering experiments at high energies we need to deal with two
scattering particles, rather than single particles scattering on a source. As an example,
consider two spin-less electrons scatter in their mutual electromagnetic field, as depicted
in Fig. 2.3.

µ

B

e

C

e− −

e

e

−

−

A

D

i
i

f

f

A

Figure 2.3: Scattering of two electrons in an electromagnetic potential.

Such scattering processes can be described by the exchange of virtual particles, Yukawa’s
force carriers. Even without understanding the details of the interaction, we can readily
identify one place where it should di↵er from the discussion above: the result must
somehow encode four-momentum conservation and not just energy conservation.

Our master formula for the di↵erential cross-section, Eq. (2.8) is essentially a gener-
alization to problems with more than one particle in the initial or final state. We
cannot derive the expressions for a scattering cross section at high energies without
going through the machinery of quantum field theory. (This is not entirely true: see
Thomson, chapter 3 and section 5.1.) Instead, we will sketch the main results, then work
through the electrodynamics of spin-less particles as an example in the next lectures.

𝑖
𝜕𝜓
𝜕𝑡

= 𝐻( + 𝑉 𝑥⃗, 𝑡 𝜓

2) Scattering in each particle’s field

1) Scattering in external potential

Solve wave equation
Iteratively…

…use plane waves 𝜓 = 5
B*(

C

𝑎B 𝑡 𝜙B 𝑥⃗ 𝑒D#E"F
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In some cases the set of equations (2.17) can be solved explicitly. A general solution is
obtained in perturbation theory, by expanding in Vkn. The approximation of order p+1
can be obtained by inserting the p-th order result on the right hand side of Eq. (2.17),

i~da(p+1)

k
(t)

dt
⇡

X

n

a(p)

n
(t)Vkn(t)ei!knt (2.20)

Without loss in generality we now assume that the incoming wave is prepared in eigen-
state i of the free Hamiltonian, i.e. ak(�1) = �ki. The zeroeth order approximation

then is a(0)

k
(t) = �ki (no interaction occurs) and the first order result becomes

i~da(1)

k
(t)

dt
= Vki(t)e

i!kit (2.21)

Using that af (�1) = 0 and integrating this equation we obtain for the coe�cient a(1)

k
(t)

at time t,

a(1)

k
(t) =

Z
t

�1

daf (t0)

dt
dt0 =

1

i~

Z
t

�1
Vki(t

0)ei!kit
0
dt0 for k 6= i (2.22)

Higher order approximations can be obtained by inserting the lowest order solution in
the right side of Eq. (2.20). (See textbooks.) A graphical illustration of the first and
second order perturbation is given in Fig. 2.2. Note that the lowest order approximation
makes one ‘quantum step’ from the initial state i to the final state f , while the second
order approximation includes all amplitudes i! n! f .

V

fi

fn

ni
space

time

i

f

i

f
1−st order 2−nd order

V V

Figure 2.2: First and second order approximation in scattering.

In the following we only consider the first order approximation (Born approximation).
We define the transition amplitude Tfi as the amplitude to go from a state i to a final
state f at large times,

Tfi ⌘ af(t!1) =
1

i~

Z 1

�1
dt

Z
d3x  ⇤

f
(x, t) V (x, t)  i(x, t) (2.23)

where we substituted the definitions of Vkn and !kn. We can write the result more
compactly as

Tfi =
1

i~

Z
d4x  ⇤

f
(x) V (x)  i(x) (2.24)

1) 𝑉 𝑥, 𝑡 is fixed

2) Determine 𝑉 from 𝐴 field scattering particles
(Solve Maxwell equation)

𝑊G# ≡ lim
H→C

𝑇G#
"

𝑇d𝜎 =
𝑊G#
slux dΦ

𝑇G# = −𝑖 vd,𝑥 𝜓G∗ 𝑥 𝑉 𝑥 𝜓# 𝑥 = −2𝜋𝑉G#𝛿 𝐸G − 𝐸#

Relativistic: 𝑉?/èℳ “matrix element”

𝜎 = ⁄𝑁 ℒ

Energy conservation
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You may wonder why we need to consider a finite time interval T . The reason is that
when we assume that the initial state is an eigenstate of the free Hamiltonian with fixed
momentum (or energy), we have lost track of where a particle is in both space and

time. A moving wave packet would see the static potential during a finite time, but the
plane waves do not. Just like we will need to normalize the wave functions on a finite
volume, we will need to normalize the potential to a finite time. A proper treatment is
rather lengthy and relies on the use of wave packets. (See e.g. the book by K.Gottfried,
“Quantum Mechanics” (1966), Volume 1, sections 12, 56.) In the end, we can write
transition probabilities in terms of plane waves, provided that we normalize to T and
V . We discuss the normalization in more detail below.

2.3 Relativistic scattering

Fermi’s golden rule allows us to compute the scattering rate of non-relativistic particles
on a static potential. In scattering experiments at high energies we need to deal with two
scattering particles, rather than single particles scattering on a source. As an example,
consider two spin-less electrons scatter in their mutual electromagnetic field, as depicted
in Fig. 2.3.
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Figure 2.3: Scattering of two electrons in an electromagnetic potential.

Such scattering processes can be described by the exchange of virtual particles, Yukawa’s
force carriers. Even without understanding the details of the interaction, we can readily
identify one place where it should di↵er from the discussion above: the result must
somehow encode four-momentum conservation and not just energy conservation.

Our master formula for the di↵erential cross-section, Eq. (2.8) is essentially a gener-
alization to problems with more than one particle in the initial or final state. We
cannot derive the expressions for a scattering cross section at high energies without
going through the machinery of quantum field theory. (This is not entirely true: see
Thomson, chapter 3 and section 5.1.) Instead, we will sketch the main results, then work
through the electrodynamics of spin-less particles as an example in the next lectures.
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In some cases the set of equations (2.17) can be solved explicitly. A general solution is
obtained in perturbation theory, by expanding in Vkn. The approximation of order p+1
can be obtained by inserting the p-th order result on the right hand side of Eq. (2.17),

i~da(p+1)

k
(t)

dt
⇡

X

n

a(p)

n
(t)Vkn(t)ei!knt (2.20)

Without loss in generality we now assume that the incoming wave is prepared in eigen-
state i of the free Hamiltonian, i.e. ak(�1) = �ki. The zeroeth order approximation

then is a(0)

k
(t) = �ki (no interaction occurs) and the first order result becomes

i~da(1)

k
(t)

dt
= Vki(t)e

i!kit (2.21)

Using that af (�1) = 0 and integrating this equation we obtain for the coe�cient a(1)

k
(t)

at time t,

a(1)

k
(t) =

Z
t

�1

daf (t0)

dt
dt0 =

1

i~

Z
t

�1
Vki(t

0)ei!kit
0
dt0 for k 6= i (2.22)

Higher order approximations can be obtained by inserting the lowest order solution in
the right side of Eq. (2.20). (See textbooks.) A graphical illustration of the first and
second order perturbation is given in Fig. 2.2. Note that the lowest order approximation
makes one ‘quantum step’ from the initial state i to the final state f , while the second
order approximation includes all amplitudes i! n! f .
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Figure 2.2: First and second order approximation in scattering.

In the following we only consider the first order approximation (Born approximation).
We define the transition amplitude Tfi as the amplitude to go from a state i to a final
state f at large times,

Tfi ⌘ af(t!1) =
1

i~

Z 1

�1
dt

Z
d3x  ⇤

f
(x, t) V (x, t)  i(x, t) (2.23)

where we substituted the definitions of Vkn and !kn. We can write the result more
compactly as

Tfi =
1

i~

Z
d4x  ⇤

f
(x) V (x)  i(x) (2.24)

1) 𝑉 𝑥, 𝑡 is fixed

2) Determine 𝑉 from 𝐴 field scattering particles
(Solve Maxwell equation)

𝑊G# ≡ lim
H→C

𝑇G#
"

𝑇d𝜎 =
𝑊G#
slux dΦ

𝑇G# = −𝑖 vd,𝑥 𝜓G∗ 𝑥 𝑉 𝑥 𝜓# 𝑥 = −2𝜋𝑉G#𝛿 𝐸G − 𝐸#

Relativistic: 𝑉?/èℳ “matrix element”

𝜎 = ⁄𝑁 ℒ

Energy conservation

Dp

“particle”
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Before After 
B DA

C
𝜃

𝑝$ 𝑝%
𝑝-

𝑝&𝜎 =
𝑆

4 𝑝+ ⋅ 𝑝" " − 𝑚+𝑚"
"
v ℳ " 2𝜋 ,𝛿, 𝑝+ + 𝑝" − 𝑝8…− 𝑝B × ~

J*8

B
1
2𝐸J

𝑑8𝑝⃗J
2𝜋 8

Eg: “2-to-2” scattering:

𝜎 =
𝑆

64𝜋" 𝐸+ + 𝐸" 𝑝⃗+
v ℳ " 2𝜋 ,𝛿, 𝑝+ + 𝑝" − 𝑝8 − 𝑝,

𝑑8𝑝⃗8
𝐸8

𝑑8𝑝⃗,
𝐸,

𝑑𝜎
𝑑Ω =

1
8𝜋

" 𝑆 ℳ "

𝐸+ + 𝐸" "
𝑝⃗G
𝑝⃗#

𝑡

𝐴

𝐴 𝐵

𝐵

𝐶

𝑝$

𝑝%

𝑝&

𝑝-

𝑞

−𝑖𝑔

−𝑖𝑔

ℳ =
𝑔%

𝑝- − 𝑝% % −𝑚@
%

Example diagram: 
𝐴 + 𝐴à𝐵 + 𝐵

Cross section:

How to determine ℳ? à Feynman rules (depend on actual theory/interaction):
Feynman rules (ABC theory):

1. Diagram: see sketch
2. Labels: see sketch 
3. Two vertices: −𝑖𝑔 " = −𝑔"

4. Propagators: one internal line: R
SKTUL

K

5. Conservation of 𝐸, 𝑝⃗ twice: 2𝜋 , 𝛿, 𝑝+ − 𝑝8 − 𝑞 and 2𝜋 , 𝛿, 𝑝" + 𝑞 − 𝑝,
6. Integrate: one integral:  ⁄1 2𝜋 $ 𝑑$𝑞
7. Erase delta-function and multiply by 𝑖 to  find:

From ABC à Standard Model theory:
More complicated rules and spin objects 
à Master level education

d𝜎 =
𝑊G#
slux

dΦ ⇒ 𝜎 =
1
slux

v𝑊G# 𝑑Φ

Matrix element Phase spaceFlux Energy momentum 
conservation

+ diagram 𝑝& ↔ 𝑝-



𝐴 + 𝐴 → 𝐵 + 𝐵 Scattering: 𝑑𝜎/𝑑Ω

• Look at the matrix element and assume that  
𝑚m = 𝑚n = 𝑚 and 𝑚Z = 0 (eg. a photon):

Before After 
𝐴 𝐵𝐴

𝐵
𝜃

𝑝$ 𝑝%
𝑝-

𝑝&

ℳ =
𝑔c

𝑝b − 𝑝c c +
𝑔c

𝑝d − 𝑝c c

𝑝Q − 𝑝" " −𝑚V
" = 𝑝Q" + 𝑝"" − 2𝑝" ⋅ 𝑝Q
= 𝑚Q

" +𝑚"
" − 2𝑝" ⋅ 𝑝Q

= 2𝑚" − 2𝐸"𝐸Q + 2 𝑝⃗" ⋅ 𝑝⃗Q
= 2𝑚" − 2 𝑚" + 𝑝⃗" 𝑚" + 𝑝⃗" + 2𝑝⃗" cos 𝜃
= −2𝑝⃗" 1 − cos 𝜃

𝑝N − 𝑝" " −𝑚V
" = −2𝑝⃗" 1 + cos 𝜃

Note 𝑝# ≡ 𝑝#
' and that for 4-vectors:

𝑝# ⋅ 𝑝J = 𝑝#' 𝑝J
' = 𝐸#𝐸J − 𝑝⃗# ⋅ 𝑝⃗J

and that 𝑝" = 𝑝'𝑝' = 𝐸" − 𝑝⃗" = 𝑚"

ℳ =
𝑔"

−2𝑝⃗" 1 − cos 𝜃 +
𝑔"

−2𝑝⃗" 1 + cos 𝜃 = −
𝑔"

2𝑝⃗" sin" 𝜃

𝑑𝜎
𝑑Ω =

1
8𝜋

" 𝑆 ℳ "

𝐸O + 𝐸" "
𝑝⃗W
𝑝⃗R

𝑑𝜎
𝑑Ω

=
1
2

𝑔"

16𝜋𝐸𝑝⃗" sin" 𝜃

"

• Plug in: (𝑆 = 1/2)

(Invariant mass)
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0

Figure 6.3 Particle incident in area dc scatters into solid angle dil.

EXAMPLE 6.2
In the case of hard-sphere scattering, Example 6.1, we find 

db
dd 2 SmW

and hence

^  Rb sin(0/2) R 2 cos(0/2) sin(0/2) _ R 2
D\P) ~ — —л— “  —л------ “  ~T2 sin в 2 sin в 4

Finally, the total cross section is the integral of da over all solid angles:

which is, of course, the total cross section the sphere presents to an incoming 
beam: Any particles within this area will scatter, any outside will pass by 
unaffected.

As Example 6.3 indicates, the formalism developed here is consistent with our 
naive sense of the term “cross sec tio n ,in  the case of a “hard” target; its virtue 
is that it applies as well to “soft” targets, which do not have sharp edges.

EXAMPLE 6.4 Rutherford Scattering
A particle of charge q\ scatters off a stationary particle of charge In 
classical mechanics the formula relating the impact parameter to the scat-
tering angle is1

(6 .11)

EXAMPLE 63
For hard-sphere scattering

— dQ = irR2
4

b = ^  cot(0/2)

Lecture 5 : Towards Experimental
• Consider beam of particles on a target 
• Luminosity ℒ is number of particles per unit time, per unit area. 
• Number of particles passing through area d𝜎: 𝑑𝑁 = ℒ d𝜎
• Number of particles scattering into solid angle dΩ : 𝑑𝑁 = ℒ d𝜎 = ℒ 𝐷 𝜃 dΩ
• By counting one can measure the differential cross section:
• Alternatively the total cross section: 𝑁 = ℒ 𝜎

d𝜎
dΩ = 𝐷 𝜃 =

d𝑁
ℒ dΩ

Griffiths §6.1

These aspects are
needed when you
Compare theory 
with experiments.

• Experimental particle physics: 
• Measure number of events 𝑁 and the luminosity ℒ to find cross section 𝜎 = ⁄𝑁 ℒ
• Compare with theoretical calculation of 𝜎 (or ����) using e.g. Standard Model   

ℒ



Lecture 6 : “Detectors” - Technologies

10

Particle tracking
• One of the purposes of locating the particle tracks 

—> Momentum estimation 
• Big magnet, Lorentz force 
• Better tracking / stronger magnet —> better momentum resolution 

—> Narrower invariant mass peaks!

23

 

Drift chamber
• z-location of charge = [drift time] x [drift velocity] 

—> constant E-field!  
• Choice of drift gas important (Argon: ampl. CO2: quenching.) 
• Radiation hard, ’cheap’, and creates (x,y,z) point!  
• Usually long drift time, and not great spacial resolution.

21

Cherenkov radiation
•

if v > vw
ave  of m

edium
: conic em

ission of w
aves 

•
if v > c

light  of m
edium

: em
ission of Cherenkov light

33

• One of the purposes of locating the particle tracks 
—> Vertex estimation 

• Which tracks come together? Where did the decay happen? 
• Study particle decays and lifetimes

Particle tracking

24

f = 18 ps-1

Calorimeters
• Neutral particles: no coulomb —> no charge deposits 

: neutrons, photons, pi0… 
• Get their energy:  

Smash them into lead targets, and count what comes out

37

Silicon semiconductors

Drift straws/chambers

Calorimeters

Cherenkov radiation
• if v > vwave of medium: conic emission of waves

32

Scintillation detectors
• Particle passes through luminescent/phosphorescent material 

—> material gets excited, and then emits light 
       (inorganic crystals, organic materials)

9

Scintillating Fibers

Magnets Cherenkov Detectors



Lecture 6 : “Detectors” - Combination

• live event display: https://lbevent.cern.ch/EventDisplay/index.html 

• live status display: https://op-webtools.web.cern.ch/vistar/vistars.php  

• Very cool introduction video: https://www.youtube.com/watch?v=8lbQUa8z3M0 

89

  

LHCb

  

87

  

LHCb

  

• ‘B’-quark properties 
• Collaboration: ~1000 people

2

Chapter 2. The LHCb experiment

Figure 2.1: (top) The LHCb detector in the cavern at point 8 of the LHC. The VELO (not
visible in the photograph) is positioned on the far right-hand side of the setup. Visible from right
to left are the magnet yoke in blue, the three T stations, followed by the grey support structure
of RICH2. The support structure of the calorimetry is coloured yellow. The figure is taken
from Ref. [55]. (bottom) Schematic overview of the LHCb detector. The various subsystems are
indicated by labels, including the three T stations (T1, T2 and T3), the two RICH detectors
used for particle identification, and the five muon stations (M1 to M5). The figure is modified
from Ref. [54].

32

• Charged particle tracking:
• Position & Momentum measurement

• Particle Identification:
• Energy, Time-of-Flight, Cherenkov



Skill: Four vectors & co- and contra-variance

• Four vector: 𝑥N = 𝑥h, 𝑥i, 𝑥c, 𝑥b  with  𝑥h = 𝑐𝑡 ⇒ 𝑥h= 𝑡 (since 𝑐 ≡ 1 )
• We call this a contravariant vector and: 𝑥N = 𝑥h, 𝑥⃗
• Lorentz transformation: 𝑥XY = 𝛾 𝑥X − 𝛽𝑥O

𝑥OM = 𝛾 𝑥O − 𝛽𝑥X

𝑥"M = 𝑥"

𝑥NM = 𝑥N

• Lorentz transformation leaves the following invariant: 𝑥 ' = 𝑥(' − 𝑥⃗ '

• 𝑥 c = 𝑥hc − 𝑥⃗ c = 𝑐𝑡 c − 𝑥⃗ c = 𝑐𝑡′ c − 𝑥⃗′ c

• Introduce covariant vectors   𝑥) = ∑* 𝑔)*𝑥* = 𝑔)*𝑥*

• Inproduct invariants: 𝐼 = 𝑎)𝑏) = 𝑎 ⋅ 𝑏 = 𝑎)+ 𝑏+
) for any Lorentz 4-vectors 𝑎) and 𝑏)

• Example invariant mass: 𝐸" = 𝑝⃗"𝑐" +𝑚"𝑐Q ⇒ 𝑝C= 𝐸, 𝑝⃗ ⇒ 𝑝C𝑝C = 𝐸" − 𝑝⃗" = 𝑚"

𝑥CY = ΛZ
C𝑥Z  ; Λ4

. =

𝛾 −𝛽 0 0
−𝛽 𝛾 0 0
0 0 1 0
0 0 0 1

𝑔.4 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

Note the Einstein 
summation convention

Griffiths: chapter 3 



Skill: Four vectors & co- and contra-variance

• Contravariant vector:
𝑥N = 𝑐𝑡, 𝑥⃗
𝑝N = 𝐸, 𝑝⃗

But covariant derivative:

𝜕N =
1
𝑐
𝜕
𝜕𝑡
, −∇

• Covariant vector:

𝑥N = 𝑐𝑡,−𝑥⃗
𝑝N = 𝐸,−𝑝⃗

But covariant derivative:

𝜕N =
1
𝑐
𝜕
𝜕𝑡
, ∇

Note that the minus sign is “opposite” to the case of the coordinate four-vectors.

• Use cases:

𝜕)𝐴) = 𝜕)𝐴) =
,-[

,.
+ ,-\

,/
 + ,-]

,0
 + ,-^

,1
               𝜕)𝜕)𝜙 =

,]2
,.]

− ,]2
,/]

− ,]2
,0]

− ,]2
,1]



Skill: Dirac Gamma Matrices

𝛾X =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

𝛾O =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

𝛾" =

0 0 0 −𝑖
0 0 𝑖 0
0 𝑖 0 0
−𝑖 0 0 0

𝛾N =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

• Dirac 𝛾 matrices: 𝛾p , 𝛾q = 2𝑔pq in 4x4 matrices.
• We will use the Dirac-Pauli representation 

Or:  𝛾X = 𝛽 = 𝟙" 0
0 −𝟙"

and 𝛾_ = 𝛽𝛼_ =
0 𝜎_
−𝜎_ 0 with Pauli matrices 𝜎_

Note the indices:
(confusing!)

𝜇, 𝜈 = 0,1,2,3 are the 
Lorentz indices in space-time:

Dirac matrix indices: 1,2,3,4
Have to do with the row and 
column indices of the matrix 
(and spinors)

• Note: although the gamma indices are Lorentz-indices (“space-time”, 
the gamma-matrices are not 4-vectors!  (They are simply constants.)

Define also the chirality matrix:  𝛾` = 𝑖𝛾X𝛾O𝛾"𝛾N



Skills: Dirac delta function

• Consider a function defined by the following prescription:

• The integral of this function is normalized:

• For a function 𝑓 𝑥 we have: 𝑓 𝑥 𝛿 𝑥 = 𝑓 0 𝛿 𝑥

…and therefore:

• An important representation of the Dirac delta function is:

44 LECTURE 2. PERTURBATION THEORY AND FERMI’S GOLDEN RULE

which after integration of one of the momenta gives (4pi

p
s! 2EA = 2mA)

d�

d⌦

����
cm

=
1

32⇡2m2

A

|pf | |M|
2 (2.55)

Exercises

Exercise 2.1 (The Dirac �-Function)

Consider a function defined by the following prescription

�(x) = lim
�!0

⇢
1/� for |x| < �/2
0 otherwise

0

surface = 1

infinite

The integral of this function is normalized
Z 1

�1
�(x) dx = 1 (2.56)

and for any (reasonable) function f(x) we have
Z 1

�1
f(x) �(x) dx = f(0). (2.57)

These last two properties define the Dirac �-function. The prescription above gives an
approximation of the �-function. We shall encounter more of those prescriptions which
all have in common that they are the limit of a sequence of functions whose properties
converge to those given here.

(a) Starting from the defining properties of the �-function, prove that

�(kx) =
1

|k|
�(x) . (2.58)

(b) Prove that

� (g (x)) =
nX

i=1

1

|g0 (xi)|
� (x� xi) , (2.59)

where the sum i runs over the 0-points of g(x), i.e.:g(xi) = 0.
Hint: make a Taylor expansion of g around the 0-points.

Exercise 2.2 (Lorentz invariance of the flux)
Prove that (ignoring transformations of the volume V ) the flux factor derived in the lab
frame in Eq. (2.49) is indeed Lorentz-invariant by proving the identity

q
(pA · pB)2

�m2

A
m2

B
= |pA|mB (2.60)

𝛿 𝑥 = lim
a→X

\1/Δ for 𝑥 < Δ/2
0 otherwise

f
Tc

c
𝛿 𝑥 d𝑥 = 1

U
��

�
𝑓 𝑥 𝛿 𝑥 d𝑥 = 𝑓 0 U

��

�
𝛿 𝑥 d𝑥 = 𝑓 0

See Griffiths Appendix A

𝛿 𝑥 =
1
2𝜋

U
��

�
𝑒��� d𝑘


