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indicative, within ~ factor 2

LHC volumes: LCG Resource Scrutiny Group & CERN; 2020
SKA and LOFAR volumes: ASTRON/Michiel van Haarlem, 2020
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Data is distributed — but collaboratively interpret'ed

Pierre Auger - cosmic rays

SKA-Low (impression, to-be-built in .za)
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« Running jobs: 441353 =
Active CPU cores: 630003 - ~
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= Computing ~1 ,OO, 000 cores
= On-line disks >310 PB
= Archival > 390 PB
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The High LumanSIty Challenge

of installed CPU servers (CERN)

* The effort tn reduce the san hetween the. ms=sssEeees 1 Source: 8. Panzer-Steindel
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Dutch-on |y (') LHC, KM3NeT, and SKA computational requirements

compute requirements for
LHC, KM3NeT, and SKA,
until 2030
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100Mcore-hrs/yr = 11400 cores at 100% occupancy

Even then, it will be
sufficient if and only if
« GPU and parallelism /’\’/\/\
are fully exploited
« throughput per core
continues to increase 2018 2020 2022 2024 2026 2028 2030

« data access patterns will Year
. —| HC/WLCG KM3NET =—=SKA (CPU part) SKA (GPU-part)
match system design
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Infrastructure: dealing with data processing at scale

1: matching algorithms
and systems design

* designing for
high-performance processors

* rethinking design patterns
for work & data orchestration

2. collating compute,
storage, and networks

* building ‘facilities’

 peering and global networks
* stressing networks

* research ‘cloud’ services

3. accessing services,
collaboratively & securely

community building
in a multi-national federation

global trust and identity

securing the infrastructure
of an open science cloud

our National e-Infrastructure




performance goes up, doesn't it?
processor performance
memory bandwidth and on-die caching
accelerators (GPU, &c)

wider and faster PCI bus throughput
faster storage and global interconnects

8 Building Scalable e-Infrastructures for Research

ATLAS Preliminary

= Resource needs
(2017 Computing model)

— Flat budget model
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CHF/HS06 Price/performance evolution of installed CPU servers
1000.00

10,000,000

CERN Computer Centre (TO + Ixbatch)

projection of different scenarios at start of HL-LHC

Dual-Core Itanium 2 L] /
. -

Intel CPU Trends

- Intel, Wikipedia, K. O
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Helge Meinhard, Bernd Panzer-Steindel, Technology Evolution, https://indico.cern.ch/event/555063/contributions/2285842/
Figure left: Herb Sutter, Dr.Dobbs Journal 2004, updated 2009, see http://www.gotw.ca/publications/concurrency-ddj.htm
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Yet exploiting even these improvements need people ...
... and implementations that take ‘hardware’ into account

Application performance (“HEPSPECO06”)

diverging from system capability (“SpecINT”) NDPF SpecINT & HEPSPEC performance (p/core)

50 AMD Rome 50
[ High level C++ code > | [ (ab{point[0] - origin[0]) > xhalfe) return FALSE; | . —&—SpecINTO6 R/B
T — @ 40 |~ —e—HEPSPECO6 40
. sgahe 3, Yo and it sk 2 g
comisd 24(%rdi), %mmunpléadanampm z \I AMD Naples S
jbe.B5.3  # Prob 43% // jump if FALSE © 30 30 :3'
o 3
sa S -
ime
= T:- . /—_'—/W 20 2
laid out = [N}
according to - I
latencies on ]
the Core 2 2 10 10
processor vl
NB: Out-of-
order
scheduling 0 0
not taken
into account. 2007 2009 2011 2013 2015 2017 2019 2021
Sepener 20 . Year of cluster acquisition
2007 Core 2 efficiency: Sverre Jarp, CHEP 2007 (1) SPEC benchmark: spec.org, «Rate Base» (R/B) measures

throughput under full load of all cores

Graph: measured HS06 and registered SpecINT06 Rate (base) performance per core, with SMT disabled, for the Nikhef Data Processing Facility NDPF (HTC compute)
line is not mononotically increasing because of other design choices (power efficiency) and price-performance optimisation chosen
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And of course depends on hardware & CPU architecture

AMD “Naples to Rome” — boost in application (“HS06") performance due

to new memory (I/O) architecture and direct access to all memory banks
“Zen’ Based EPYC™ Processors

dl

Core

‘
Complex

/ 14nm i
Chiplets . IIQQDIE i Chiplets

7nm CPU 7nm CPU

Core Core

T e

- Lo . = -
Complex m Complex

“Zen 2” Based EPYC Processors
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Image by AMD

retrieved from https://www.nextplatform.com/2018/11/06/amds-long-road-from-naples-to-milan-centers-on-rome/



And why some changes will not impact performance at all

Zen2/Rome

SOC ARCHIT-

ROME/MILAN 9 DIE MCM

Zen3/Milan




Bigger Is Better - if you keep it together

Common element: moving data is ‘expensive’, so
‘keep on computing as long as you can, and don’t move data around’
* e.g. AMD (and for others: single-socket systems), are better since there are
no (useless) cache coherency delays and improved direct memory access
« similarly, keep your GPU busy ...
as data comes from (slow) RAM

O O

Gettiinbg to be a quite specialised field
— use frameworks to implement key code
... or just ask Daniel Campora et al.
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LHC, KM3NeT, and SKA computational requirements
1000

and if it doesn’t quite fit ... | —
T =

—LHC/WLCG ——KM3NET ——SKA (CPU part) ——SKA (GPU-part)

SISLSLSTTEIINY ™

SuperMicro (branded as ‘Lambda Blade’)
q ) 4U chassis, supporting 10 consumer-grade GPUs ...
... with a bump

Building Scalable e-Infrastructures for Research Nik|[hef
Image source: https://lambdalabs.com/products/blade




Luckily, many things in this world
are conveniently parallel

« HEP events & S|mulat|on

* " ligand matching ﬁ}ﬁw@
e structural biochemistry B

challenge is not in the parallelism itself, i
but in global compute with data - i
just like difference between S106 and HS06 showed data as the drlvmg factor

Image: Nikhef DO farm in 2001 .
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§ | Workflow submission

Research workload

to a community or
e-Infrastructure service

Workload

global community and e- management
Infrastructure realm

resource centre realm

. Compute Resources
Storage SEEES (HTC batch, Paa$s, laas, ...)
(DPM, dCache, GridFTP, DOMA) : with co-located data service

Building Scalable e-Infrastructures for Research

Compute Resources (e.g. HPC)
with co-located data service

I e-infra has >250
es just.doing HTC

A vo
s

n pvier 2017.04 28 144153 [ 2020 1351 121830 ]

n X0n0n biggrd ni 201,081 142051 20201031 141925

A Other VO(s) EX)

1. Discipline(s)

« Support Activities
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Nikhef Data Processing Facility — multi-community service

‘just one of these sites’

Grav Waves fh LHC Alice

NDPF HTC platform

member of a federated

service with SURFsara,

Nikhef, RUG-CIT

high-throughput storage at

SURFsara and Nikhef,

long-term storage

at SURFsara,

interconnected by

SURFnet,

and authentication o0 Tue Wed Thu Fri sat sun [ Tue wWed
S M Alice W LIGo-Virgo I Darkmatter-¥enon B Auger O Life sciences W Running Jobs @ Running LHC Jobs [ Load average [l CPUs

by TCS and IGTF [ LHch [ ATLAS

Thu Fri Sat sun

NDPF voview short 1 October 2018
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Getting the data to process ... in the right place scios
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and ¥ 4
Technologies i

Data movement
and orchestration

Storage management
Pre-placement services
Replication/availability

W
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Data catalogue
- replica availability
- ‘popularity’ services

Production
Manager

Physicist
User
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File Transfer Service P~
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Nikhef storage infrastructure

dCache doors — data access
servers

i%ﬁﬁgi’g pNFS name service pNFS PGSatdatabase cluster Storage aS Infrastructure —_ even a feW
FE PBytes requires some organization
um!l 7 ﬂlr' h . .
noclianom 0101 pew ckade (rbiap, biefap)  management challenge is #files,
g@ .EE. ’EE not capacity |
= e  cost challenge is throughput, not
ZooKoopor Capacity

Building Scalable e-Infrastructures for Research Nik|[hef




FTS Transfers (30 Days) %] -
dst_federation ~ atlas + Ihch = All~ All~ All = All~ Al ~ auto ~ +
Volume Transfered / Number of Transfers
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LY ] 9/5 977 9/9 911 9/13 9/15 9/19 9/21 9/23 9/25
— ATLAS Federation = ATLAS Federation DESY = ATLAS Federation FR/W == ATLAS Federation, HH/Goe == ATLAS Federation, Munich == CA-TRIUMF == CH-CERN == CHIPP == CMS Federation DESY RWTH Aachen == CPPM, Marseille == Canada-East Federation == Canada-West Federation e DE-KIT = DE-Tierds = ESPIC == FR-CCINZP3 — FR-Tier3s
FZUAS, Prague — GRID LAB, KAVALA Institute of Technology ~— GRIF, Paris = Great Lakes ATLAS T2 == ICEPP, Tokyo - IHEP Beijing == IL-HEP Tier-2 Federation == INFN T2 Federation == ITINFN-CNAF == [T-Tier3s == LAPP Annecy == LBNL ALICE Berkeley CA we LIP Tier-2 Federation == LPC, Clermont-Ferand e LPSC Grenoble = Latin America Federation
London Tier 2 Midwest ATLAS T2 NDGF  w NL-T1 == NRCKFT1 NULL == NorthGrid == Northeast ATLAS T2 == Polish Tier-2 Federation == Romanian Tier-2 Federation = Russian Data-Intensive GRID e ScotGrid == Slovak Tier2 Federation == SouthGrid s Southwest ATLAS T2 TW-ASGC Taiwan Analysis Facility Federation Turkish Tier-2 Federation

UK-T1-RAL US-T1-BNL US-Tier3s University of Melbourne ZA-Tier3s == unknown

source: https://monit-grafana.cern.ch/d/000000420/fts-transfers-30-da
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https://monit-grafana.cern.ch/d/000000420/fts-transfers-30-day

pre-staging all data locally supports

latency hiding, posix-style access with Iseek(2), ‘$TMPDIR’
e.g. why there are Data Transfer Nodes (DTNSs) in the ‘Science DMZ’ concept

‘‘‘‘‘‘‘‘‘‘

Site 1

security policy
nnnnnnnnnnnn

Low Latency LAN Path

but, rectl, pre-staging starts coming at a cost, when using SSDs as
local data ‘scratch’ area ... because of their unique element: ‘endurance’

Photo HGST nVME from: Dmitry Nosachev on Wikimedia Commons CC-BY-SA
Image Science DMZ and Data Transfer Nodes: ESnet fasterdata.es.net

21 Nik|hef




Frequency distribution observed on the
NDPF execution nodes for outside (‘grid’)
access (blue) and local access (orange)

DNI and WLCG nodes Local analysis nodes (axis to scale)

Access pattern is rather different. But why?

« external users pre-stage, because that is
built into the frameworks (like DIRAC,
Athena), where local users can use
streaming access (‘dCache NFSv4’)
yet there are changes in pre-stage
streaming behaviour over time

« different types of workload:
ntuple-data analysis vs (re)processing

Ratio of data read compared to written (on-node scratch data area)




Farm (all links) data transfef to (blue) and from (green) g xecutlon nodes

4

NDPF cricket data deelqgfx, 2020-10-28

s

Week 39 Week 48 Week 41 Weaek 42 Week 43 Week 44
O Max Average bits in B Average bits in B Max Average bits out
B Average bits out
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LHCONE L3VPN: A global infrastructure for High Energy Physics data analysis (LHC, Belle I, Pierre Auger Observatory, NOvA, XENON)
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Evolving the physical network view

@ others
TENET SA @\
@Nikhef 10 Gbps \_ 100 Gbps

H140

-

100 Gbps

Nik hef SURFsara pi

Compute & |8 WLEE
Storage "<
KIAE Atlas T1 160 Gbps
via ReTN@Nikhef
Light
O _ > 100 Gbp M‘- &
>>100 Ghps, not disclosd
Other
2019-09-06/DG
E>F(,t9m3| y"eeeeececcea -----g--.--?f--: A-400G-1.2T
eers H cientific ' +Segment Routing
' 5x40 Ghps s Data Clusters,
[ 12x40 Ghps :
E :
1 M ' @
: ¢ ‘[mm ] i : Desktops and q
. _ ; . '
Left IBR LAN (1996) Ir? H140' . . : Analysis Storage  SURF DNI Compute & Storage STBCAnalysis  # servers 10Gbps
Right: Nikhef peering visualisation (medio 2020) R '
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Interface: ae66, Enabled, Link is Up

Encapsulation: ethernet, Speed: 1200000mbps
Traffic statistics: Current delta

et-0/0/6

Input bytes: 491308044270834 (522650585576 bps)  [455708529457430]
Output bytes: 55684866 (49256 bps)
Input packets: 7676688082851 (1020790999 pps)IMOPESTe]elY 572]
Output packets: 418932 (43 pps) I —T 17 ]
- Coe R
r'rI'ﬂr.;lInter'face Link Input packets (pps) Output packets (pps)
I
Ix: aed Up 48975582 47 902463 )
Carl ael Down (7] (1)) 0 ()
Outy ae66 Down 0 (D) 0 ()
Outy et-0/0/0 Up 93484231 )) 238363968625424 (593093300)
et-0/0/1 Up241383622064584 (593282053) 24729 (())
et-0/0/2 Down ()
et-0/0/3  Down 400 Gbps and 593 Mpps — (@)
et-0/0/4 Up 66154 @
Wi pesy now re-connected to CERN © \

L et=0/0/7 " ERegsy o> Ping | \
BRI 000 bytes from 152.65.183.25: icwp seq-d tt1-64 timends.23s \
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Veel verkeer weinig
pakketten

26

w BGP aanval

§ 1= bitsfs /J\ M M team red

0400 o10 0420 0430 04:50 0500 0510 0520 0530 0540 05:50 06:00 06:10 0620 06:30
2019-08-13UTC+0200 (1 minute intervals)

-ﬁ oMl o o G edUVPN

M

0400 0410 020 0430 Q440 0450 0500 0510 0520 0530 0540 0550 06:00 0610
2019-08-13 UTC+0200 (1 minute intervals)

packets/s ; : B x :
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Segmentation: a network of ‘private domain’ clouds within
i L

open-core research network model Erare seces R
implements the enclave structure onaged desktops | 7 @@ I

¥ R P, & e
protects against overload by SN | S B
no stateful components . ; 3 tx N
in the network path -

. NJ " 00BM/IPMI/BMC
— “OT” data centre controls

o ' Storage services

Compute clusters and
managed (PaaS) HPC resources

&

and allows open research federated .-
cloud using eVPN overlays

anti-spoofing measures, RPKI
& emergency suspension
|
|
|
|
|
|
|
|
|
\
z

although you’ll always have some
(reputational) risks even if you advertise
the block as ‘customer network devices’

Qe

OPN peers

Cloud customer
EVPN gateway
(MPLS, VXLAN)
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Nikhef cloud — targeting high-throughput use cases

=:openstack. = nopreioud ~ & davidg ~

Compute v I n Sta n CeS

Instances - OpenStack Dashbo. X =+

Overview
Instance ID =+ .
[ e C @ O nikhef.nl
Images Displaying 5 items
i Inst Availabili P Ti i
Key Pairs @] nstance Image Name |IP Address Flavor Key Pair Status vailability Task ower 'me since Actions
Name Zone State created
Volumes ? id
0O teste - 145.110.24.17 basic dennisvd  Active nova None Running 17 ::J‘rs Create Snapshot = ~
Network >
. . . 1 week,
Identity > O cBlocal c8 145.110.24.4 basic dennisvd  Active nova None Running 2 days Create Snapshot | «
nova None Running ? \:::ks, Create Snapshot = =

« ‘MPLSoUDP-eVPN’ using Tungsten Fabric
* no NAT overhead — use public IP for external traffic | .. None SPt 3UedkS | Surtinsiance -
« same 40/100G substrate network

» direct access to storage network None SPU  Bweeks g nce =

Down 3 days

aog
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There is NO CLOUD, just other people’s computers

Building Scalable e-Infrastructures for Research
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Nobody wants a cloud ... you want a solution!
research community overlays and ‘virtual clusters’

: Jupyter Home Token davidg@nikhef.nl & Logout
: JU pyter Untitled Last Checkpoint: 2 minutes ago  (unsaved changes) .
a federated infrastructure
File Edit View Insert Cell Kernel Widgets Help
+ x A B 4 ¥ MRin B C W Code ~ NDPF Jupyter HUb SLATE edge platform
i i > (in SciDMZ)
experlment INn our 558 &
Experimental services : if they break, you get to hold the pieces ... on- p rem C I ou d
In [1]: W 42 \
out[1l]: 42

Central SLATE Platform
Service Factory

Campus or Institute HPC resources

Qe
SLATE Platform Operators Qg

& Science VO Managers

at scale: container computing, yet with curated application images — slateci.io
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R——

Cross-organisation infrastructure
we need an ‘ecosystem’ more than a cloud

—r
on-prem cloud, or research cloud, is oft better - |
+ very cost-efficient if utilised at
- effective as it can provide more than-laaS e

of interlinked information, a ‘web

% (ﬁ ~ of research data’. Every researcher
[ ] Can |eVe rage Our OWn R&E fedg[ o ay = R ¥ O ‘ e . ~ will be able to better use not only
= ) their own data, but also those of
others. They will thus come to new
insights, new findings and new
y s solutions.”
and not all ‘cloud’ is What you th/nk,#J . ~
A ey T, —r European Commission President
- — e P e —_ World Economic Forum in Davos,
N 0 S : January 2020

PROMPTING AN :
EOSC IN PRACTICE B'S

T

“We are creating a European
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An ecosystem built on federated infrastructures

About
SCIENCE CLOUD

-

Services & Resources

Contact Us  Portal Home

Policy Use Cases

Catalogue & Marketplace

Media

For providers  Subscribe

Providers Dashboard

Login

Using the Portal Q

Sharing & Discovery
. : EUROPEAN OPEN
Processing & Analysis :—; SCIENCE CLOUD About Governance Services & Resources Policy EOSCin practice Media  For Providd
Data Management
U — — —]
Compute
Aggregator (22) CcATEGORY: DATA X
Storage + 4 :
9 x Analytics (4) Showing 1- 50 of 50 results Items per page: All
Networking unen E[ Application (5}
. Compute (3)
Training & Support
o Strate . AMNESIA 00 I
Consulting (2) il
Security & - i -
Opera tli/ons I “ n []\Il]l M Data (s0) '‘Anonymize your datasets Anonymization
} AMMESIA allows end users to anonymize sensitive data in order to share them with a
Help Desk Networking () broad audience. The service allows the user to guide the anonymization process and OPEMAIRE
Have your sa Operations (12) Viewmare—
1 ADD TO COMPARE 129
Other (75) < O @
Security (12)
Software (21)
ACCESS EOSC SERVICES & RESOURCE Storage (3) French Tuna Atlas Spatial Dota Cotalog 0(0) O ootk
4 . . . BLUEBRIDGE
Training (15) "Catalog application to manage spatially referenced resources”
Connect spatial information communities and their data using a modern architecture,
which is at the same time powerful and low cost, based on International and Open
View more...
N— o=
| oo 20 [ | ADDTOCOMPARE @0
= el L
1 = u =y () | Y ¥y

tructures for Resea
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Whence we came: the long road to federated access

From disparate systems in ~2000 separated authentication and authorisation, splitting
identity sources, community membership, and services

F

HATIONAAL INSTITUUT VOOR KERNFYSICA EN HOGE ENERGIEFYSICA

" Service "
Federation Identity
Guest/ students form (please with a copy of your identity card) " : P'Mdef >
Organization Provider
CERN/User Registration Dare: 01.03.2004 »
CERN COMPUTER CENTRE - USER REGISTRATION FORM Users -
https//ce chyit/d /ComputerL: /C. Regis F English.pdf 4

To be returned to the User Registzation box at the entrance of Building 513, after being
completed by a user who requires a computer account in a Central Service provided by IT
Department, and is not yet registered in another group or system or has already signed it before.

To be completed by the User:
Itis MANDATORY to provide the following information (except those with an * ). Tt will be
treated confidentially and only be used for ensuring corred identification.
Supply name as registered by the Users’ Office or HR Division.

FIRST NAME(S) : ...
SEX [M] [F] B
HOME INSTITUTE/FIRM
NATIONALITY: ...................."CERN SUPERVISOR.............

FLORID A STATE UNIVERSITY B20-644-XXXX

[(Exp./ Depr. | spokesperson Home Instimition Contact Contact Telephone:
Do WOMERSLEY WEERTS | SHARON HAGOPIAN 8806444777

‘AARC BPA'’ AAl architecture all have this as fundamental property VOMS attributes certificates

Building Scalable e-Infrastructures for Research Nik|hef




@ Nederlands
N l% ef  Nationaal instituut voor subatomaire fysica

Federated Access

catie bij IGTF Certificate Proxy |Inloggen bij IGTF Certificate Proxy

Logln Vla the I AM AT AU BE BR BY CA CH CL CN co
Nikhef service proxy

1/} FI FR GE GL GR HR HU IE IL 1IN IR

Aao | Niklhef

. | b .f . A% MD MK MO MY MX NC NL NO oM PF
tO glt a J I OSImor97 e GItLab e arr— s ZA experimental NZ KG RO MT AL
Sigr uze ) HK = FO
Ifosim
Username g |OgbOOkS / ) . Trap
“ ” — https://logbooks.ifosim.org/ BBMRI-ERIC
Where are you from — S 2 R
asswor
ationale des Chartes
Home » Weicome Supérieure d'Arts et Métiers
[ Remember me Forgot your passw Welcome

discovery screen
showing entities from
the eduGAIN global
interfederation

v ¢ s+ v LStitUEO Agrario di San Michele all'Adige

Sign in L

Frantisek Krizik Grammar School and Primary School, s.r.o.

Hubrecht Institute & Westerdijk Fungal Biodiversity Institute (KNAW)

Sign in with Institut Mines Telecom Business School & Telecom SudParis (new debug)

Federated login Mykolas Romeris University

Nuclear Research and consultancy Group

’Ck1 [ Remember me Observatoire de la Céte d'Azur
> oldr3 Institut Mines Telecom Business School & Telecom SudParis . 3
eduGAIN https://wayf.nikhef.nl/

https://gitlab.nikhef.nl/ st Pilsen City Library

Building Scalable e-Infrastructures for Research Nik|[hef




Challenges of scaling federation

Beyond ‘enterprise’ services, it becomes challenging!

Collaborations - by design - have their services
distributed and

* not that many collaborations are a legal entity
* or not ‘legally authoritative’ for constituent services

e or run into risk-averse, or slow, ‘home organisations’

Building Scalable e-Infrastructures for Research

*

Home SP
Institute Collaborative
Resource

or Slte

T

Nik|hef




Scaling community and institutional trust

Curated grouping of entities
‘REFEDS R&S’

this is a research service
‘DP CoCo’

abides by GDPR
‘Sirtfi’

cares for security response

"4, REFEDS

slower adoption process
adding identity assurance needs
action at all 60+ Feds & 4k+ IdPs

Common baseline and profiles
co-defined by relying parties

user-centric ID harmonisation
with unique global naming
‘BIRCH’

real person with real name
‘DOGWOOD’

persistent linkable identifier

CBIGTF

Interoperable Global Trust Federation

AP|EUITAG

research-specific user base

Q/—\ ="
Identity and access ‘proxy’
harmonised eduGAIN IdPs

based on entity categories
leverage Sirtfi and ‘R&S’
proxying is bi-directional

responsibility on the proxy operator

Building Scalable e-Infrastructures for Research

Nik|hef




Research-friendly federation: REFEDS R&S ... or SRAM

) REFEDS  Spaces v

B Pages

fszd"GAmﬁ.%'-- A TeduTEAMS

by Nicole Harris, last modified

) Membership Management Service
n Apr 30, 202( p

‘a science collaboration zone'’

e’

// Pages / Entity-Categories Home SRAM .
,/ Entity-Categories — i MWW“\ Bl
i User Account Registr: embership
Research and SChO|aI’ShIp 9= Management »

Service

=
99 Blog &

For IdP Operators

CHILD PAGES

What attributes should be released by an R&S I1dP?

s Entity-Categories Home

. MetaData

Service

Research and Scholarship The Research & Scholarship specification defines a bundles of attributes that

Providers are encouraged to release to R&S services:

Research and Scholarship FAQ

IdP <> SP-
proxy

® pseudonymous identifier: eduPersonTargetedID —} ‘

® personal identifiers: email address, person name, eduPersonPrincipall
e affiliation: eduPersonScopedAffiliation | sp

Category support is defined as follows:

LN

An Identity Provider indicates support for the R&S Category by exhibiting
the R&S entity attribute in its metadata. Such an Identity Provider MUST, for
a significant subset of its user population, release all required attributes in

https://refeds.org/SIRTFI
https://refeds.org/assurance
https://refeds.org/category/research-and-scholarship

https://wiki.surfnet.nl/display/SRAM/

Nik|hef
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Bridges and Token Translation Services
GEANT Trusted Certificate Service

User’s
________ Identity ——
. Attributes
~
~
-~ ~
User_s authentication
Identity Ny
Attributes ~
---------------------------------------- ~
e T T N
- certificate
‘ CA request
————certificate————

TCS (today: Sectigo) acts as SAML Service provider
to eduGAIN: eligible authenticated users can obtain
client certificate for access and delegation to services

= SAML Organization Mapping

Organization Mapping

[ New Mapping | SURFconext -
'

QOrganizatien At
l My Profile | My

Nikhef nil
P SURFconext A

CAM incbibik AMAI T .

You have given
Service/App
*» CERTcentral

The following at

GEANT -

E-mailaddres
First name

Entitlement

Institution us
Organization

Display Nam

Building Scalable e-Infrastructures for Research

This site you identify your
www eugridpma org:dd3
Organization: “Nikhet”
Issued Under: TERENA

Choose a cartificate to prasent as [dentification:

David Groep davidgi@nikhel.ofs TERENA 1D (03 5CAD JAABF 468256133581 ERIAODAE]
Details of solected cortificate:

Issued to: CN=Davic Groep davidg@nikheLnl0=Mithel C=NLDC=tes 0C=terena DC=org
Serial rumber: 03:5CAS2AA8 F4:F6:82-56:7335 B1ES 2ADSAE

6 Tusted Cer 3 n EES Tugsday, 4 September, 2016 020000 to Thussday. 3 October, 2019 140000

e 0law cert-manac E

ECTIGO

(P Digital Certificate Enrollment

‘You have been authorized to enroll for a digital certificate. Please validate that your name and email
addresses are correct.

Name David Groep

Email davidg@nikhef.nl
Organization Nikhef EE

Please select the correct certificate profile and desired private key format. If a private key is generated a
password is required to protect the download.

Certificate Profile

(@ GEANT Personal Certificate

) GEANT IGTF-MICS Personal

() GEANT IGTF-MICS-Robot Personal

Private Key
@ Generate RSA
O Generate ECC

O upload CSR Choose file  Nofile chosen

P12 Password

SUBMIT

Nik[hef




Interoperable Global Trust Federation IGTF

........... -

ety ff} ~
3 regional chapters: EMEA, Americas, AP
~ 90 Identity Providers (some leveraging a R&E federation)
~ 10 international major relying parties o &
~ 60 countries / economic areas / extra-territorial orgs ’
> 1000 relying service provider collaborations

WWW.IGTF.NET

Interoperable Global Trust Federation

AP|EU|TAG

Building Scalable e-Infrastructures for Research Nik|hef




Managing complexities of distributed identity sources

WebFTS prototype
‘FIM4R’ in wLCG
Romain Wartel et al.

ELIXIR reference
architecture
lide adapted from Romain Mikael Linden et al.

Wartel, GDB Sept 2014 Relying services
eoa | [wi  J[ ][ ][ |

| Cloud | [Jnlranat “ Data archive |

]
2o].2)
M &3 (‘:redenlials

EOTY

N ELIXIR AAI
Credential Dataset authorisation

| management (REMS)
translation

Group management (PERUN)
ELIXIR
ELIXIR Proxy IdP Directory Bona fide management
= e 4 Attribute self-management

External authentication
eduGAIN IdPs | | Common IdPs l (e_mﬁ.astmnures)

communities had either invented
their own ‘proxy’ model to abstract complexity

Building Scalable e-Infrastructures for Research

S

Research

Community

or they were composed of many services

each of which had to manage federation complexity

Nik[hef




user and group ID same across services
minimize discovery ‘wayf & info screens

User Identitiy

.
( Slep up \]
AuthN

-_ -

User ll Access Protocol
Attribute % Translation
Services

——~

/R |!\
( epuao -

|
|
|
|
|
|
|
|
|
|
|

Communny\ |

‘ Authorisation | |

Pl Policy ¢ |

| 1 Repository | |
—A_r7

End Services

Attribute _
|

Building Scalable e-Infrastructures for Research

Communlty AAI

I e::;|°'

AARC
BPA 2019

Generic
Service

Infra
Service

Nik]|hef

https://aarc-community.org/architecture/



2 . . 5 7 j’;. N o . & > ; 5
o / E
LSC ) St ) SrETieg National Institutes of Health
Collaboration & ay Turning Discovery Into Health

“ | N = N wWLCG
DA R IA H - EU e T e ESC PE Worldwide LHC Computing Grid

S
https://aarc-community.org/about/aegis/
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Linking the providers and users together - AAI

AARC BPA'’s ‘community-first’ model does not cover all EOSC cases, e.g.
infrastructures acting as providers and suppliers and as attribute authority

turn EOSC entities into a federation itself, linked to eduGAIN,
preventing ‘user loops’ & meeting common (security) baseline

EOSC AAI National National
Federation Federation A .. m Federation Y
’ |
q‘x eduGAIN

Building Scalable e-Infrastructures for Research Nik|[hef




Now what have we built?!

//® Fed:;;i:\\z\ ;

v ¢ all | need
4 /1 SO\ '
() XeduGAIN g isone

(0)) i account
.

EUDAT *ARIAH-EU

o B (S

- paser -

i S-tg‘,. - ]E&N’Q{(h wees ¥ A

full of valuable resources
(data, network, services)

We have federation and single sign-on ...
... but can we share security information when needed?
... timely and confidentially, protecting everyone’s reputation?

Building Scalable e-Infrastructures for Research Nik|hef




InfoSec risk assessment framework
for (EOSC) services based on WISE SCI

Prepared By:
Reviewed By:

SCI - Operat

Nik[hef

[CONFIDENTIAL] 501085 - Regulate Access
SCI-0S6 - Contact Information
Nikhef NDPF IT standard technical and 5C1-057 - Policy Enforcement

5C1 - Incident Respanse [IR]

organisation al measures 5CIHR1 - Contact Information
SCIR2 - Response Procedure
5CIHR3 - Collaboration

DP2 - User Registration Data
DPAI-PREGoGrtivg Dbt
BESARY AdditionalRestricticas

L15,-FRata Broteshion. «

e.g. ISO27001 can help structure
or identify gaps in your knowledge,
but ISO27002 should not be blindly applied
without considering the federated interactions

L4 - Dispiite Handling and...

LI3 - Seftwvare Licensing

SCIRA - Assurance of Compliance

ppi=wsniret figbata

112 - Liability; Responsibilities &...
LI1- Intellectual Proper
PR25 - Reten m%lﬂt“

this spider diagram is fictional — based on a idea by Urpo Kaila, CSC

PR12.1 - User Registration
DP% - pser Personal Data
DP4 . Logging Data

3

PR23 -
PR24 - Confidentiality and..

A Trust Framework for Security Collaboration

among Infrastructures
SCl version 2.0, 31 May 2017

L Florio', § GabrioF", F Gagadis®, D Groap’, W de Jong", U Kalla", D Kelsey”, A Moans’,
| Neilson®, R Niederberger’, R Quick’, W Raguel”, V Ribaillier”, M Salig",
A Scicehitano™, H Short'", A Slagell”, U Stevanovic™, G Venskamp' and R Wartel"”

ng Group - e-mall: david

GEANT Association, Amsterdam, The N Nikhe, Amsterd:
Ltd.. Cambridge. United Kingdom *SURFsara, Amsterda
Science Lid. Espoo, Finland: * STFG Rutherford Appieton Labx
SURFnol, Livochl. Tho Netharands; ‘Forschungszontrum Jilich Gmbi
Numb
from several large-sca
The aims of the
gefining samdands fo colsboration especially in cases where specific intema
security poiicy documents cannot be shared
Target audience: This document is intended for use by the personnel responsible
for the management, operations and security of a Research Infrastructure or an
e-infrastructure.
k.
PR122:W¥ser Renewal
PRIZIUSer Sispension Maturity,
PR12.4- User Removal
Alternate
P - Use 2 n
PR12.5 - User Banhing _ maturity
PR13- R bility for Actions.
PR14 - User ientificationcos 1t/ ffermigrid.fnzl.gov/fwelc
g
PR15 - Logs of Membgsship..
PR16 - Define Common Aims &..
ng
PR21 - Vulnerability Ratching, ng

PR22 - I

ent Reporting
Physical and Network..




;Contalnment & segmentatlon

matching the ‘open core’ research network
commumty data & systems 1St class C|t|zens

s i - &

Cll segment
CORE

Cll segment
NDPF

‘High Risk/Impact’
Security enclave

Nik]|hef
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Communication:

. Endpoints valid?
Form/Content OK ?

Containment

. Ban "malicious ——
Find/Stop mali
Find submissit

Forensics

. Basic Forensic

. Network traffic

Nik[hef
Nikhef CSIRT Traceability Challenge

) Cosment coss to owner + Admin to them + Recusstor

Command & Control service killed...

49 Nik|hef




=
Q.9

A federated community security challenge SIRTF!

Can we coordinate our collective R&E response?
‘challenges’ based on the Sirtfi contact model

Security Incident Response Trust Framework for
Federated Identity

T ket - L N\I I
“\\ RCAuth _ l\\_ﬁ"VNFN User .
One Service Provider discovers a compromised user and alerts the
Identity Provider of this user. Additional affected services are identified
and ,hould be able to see activity by the Identlty in thelr logs.

[\ i e

/ N
INEN I1dP LIGO Wiki & E

\\ e CERN  ————
‘x Market n

Security Incident Response Trust
Framework for Federated Identity

eduGain Jl GARR
Suppo ” CERT
SWITCH SURFconext m
L t Nikhef t
CERN LGo RCAuth o
eduGain | =
Support i
SW'TCH AA SURFconext IDEM
L L Nikhef L
CERN UGo RCAuth INEN

PARTIES INVOLVED IN RESPONSE CHALLENGE

REPORT-OUTS SEE HTTPS://WIKI.GEANT.ORG/DISPLAY/AARC/SIRTFI+COMMUNICATIONS+CHALLENGES%2C+AARC2-TNA3.1

Nik|hef
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Sharing threat intel — working with our community

SINT - CVE-2015-2545: overview of current threats
Event ID 865 Related Even*~
buia 57400063.760c 4272.8116-40302060081 60827 cany | O P
Prg CIRCL EEOD Date: 2016-05-23
Research Lab 4 woer org cinaL Y ino: GSINT - Operton Kedchang
Fontrbutors ® 201605053520 | pgsurtaces Wi New TidsPool Mabwar
kman slexancre auaunoy@cieiu .
- upounite [ EETTT typecosin ) CEER R — oryilko Threat Sharing
pate 20160525 2127.217.10
fnreat Lever Veaum
hnaiysis Compiotod -
bistribution Al communites
nto OSINT - CVE-2015-2545: overview of current threats il
ublishod You
bigntings 0w
Expanded Everts g Action
" )]

Likellhood or probability: Almost no chance - remote - 0105% 0 Event 3425 reg.metory

Likelinood or probabiity: Very uniikely - ighty Improbae -
05-20%

/ﬁe'search Lab 1

Correlation
engine

f

I0Cs —

Enrichment,

svslo Logstash pipeline correlation,
JSON logs o o
yslog g ) aggregation %
netflows storage H 1 Rt T g 5
10C = Indicator of compromise — H Essential H
6 i
@ Logstash pipeli Elastalert H
H £ -l Optional H
g H
& 5

'aarc AARC 1-051 Guide to federated incident response
https://aarc-community.org/guidelines/aarc-i051/

e WLCG SOC WG
DB December 2018 Research SOC (US)
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many ‘false warnings’: needs tuning

Nikhef SOC — NDPF traffic analysis

@ @ Explore = Elasticsearch (Suricata/Fast)  ~ [ split < (@ 2020-08-2507:53:26 10 2020-08-2507:59:50 ~ > & @ Clear All

oy
+ Group by Date Histogram @timestamp > Interval: auto
G + Addquery ) Query history
@
& -
@
v g. I [ I'.l'l'l"l.“'l 1 _|||||||_.||||I||.|||||||.| il ||_||| 1 I_Illlll ||| I
Time @ Unigue lab wraplines @ Dedup exact  numben b PO n
L
[1:2000418:16] ET POLICY Executahble and linking format (EL
LT F) file download [Classification: \Potential Corponate Priv
4 D acy Violation] [Priority: 1] {TCP} 141.85.240.238 1095 ->
e - 194.171.102.47:33084
& 7 T ;:3:04 :16] ;’:;OLICV Executable and linking for
© || :
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e-Infrastructures: EGI, EUDAT, GEANT, PRACE, ... and DNI!

EuroHPC

s
/

/ T

A ; -/ Hyrdome

Y Actr A\ o A terology ,/
ARy
‘/ Astrophy { |Bicloey/ ep

|, Engineeri,
N\ ng

Life

4 E \

® Science z)
Communiy,

= = U
{® Energy ) " {
W Physics /// = : / E\V—ﬁ

ay/ \:
{O preserva
tion /
imagery: EGl.eu
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SARA userinfo

‘DNI coordinated by SURF’

Home Systems ~ About this site

Coordinated Dutch National e-Infrastructure

* Single application portal (at SURF and NWO) raneste System status

H » Lisa
* Resources allocated at most-suitable partners _
Status update SURFsara systems:
. . » Custom Cloud
* Federated management and common innovation Soluions System Stas  Remarks
) Up and 21-10-2020: The scratch file system was |
Cartesius .
» Data Archive running 1/Q on scratch at that time.
o
° _ Lisa GPU Up and
1k Data Repository running
. .’ Lisa GPU Up and
» EPIC PID running
BiG Grid , Data Archive P @nd Maintenance 2020-11-10 08:00 til 14:00
the dutch e-science grid Hi David, please raise your request via this portal. DR (e L“"m"g
) EPIC PID pan
» DP - Grid running
Q  Search our knowledge base for answers and information. . Up and
v ) ResearchDrive .
» DP - Spider running
b B2SAFE Up and
» HPC Cloud running
i Up and
ﬂl »l ﬁ . Gnd X National e-Infrastructure Gnd Downtimes
» Collaboratorium running
. R = Up and )
N i k h e .F = % I HPC Cloud running See Maintenance Calendar
Helpdesk Training Applications Hathi Hadoop  Discontinued
(National * System status Lucy ) :
}ﬁﬁ/ eningon Computer Elasticsearch Discontinued
Facilities) » General info SURFdrive Up and

running

Building Scalable e-Infrastructures for Research Nik|[hef



Connecting resources — people — organisations — data

Programma

Rekentijd Nationale Computersystemen

< Naar de lijst van programma's

> Rekentijd nationale
computersystemen
Achtergrond
Organisatie
Projecten

Contact

Geavanceerde (super)computersystemen worden gebruikt voor
technisch-wetenschappelijk onderzoek waarbij grote

rekenproblemen moeten worden opgelost. Door tijd beschikbaar

te stellen via het programma ‘Rekentijd nationale
’ maakt NWO d ional
computerfaciliteiten beschikbaar voor wetenschappelijk

k. Hierdoor is h g en ief onderzoek
mogelijk in Nederland.

worden gebruikt voor

voor de , waarbij grote data van
satellieten en weerstations verwerkt moeten worden. Andere voorbeelden zijn

de g van grote data in de

klimaatonderzoek, onderzoek naar grote historische archieven en rekskmpma,
of genoom- en elwitanalyse.

) Voorlezen = Mail
W Print o Delen

Nieuws

8 oktober 2020

> NWO honoreert drie aanvragen voor
Rekentijd op de Nationale
Computersystemen

9 juli 2020

> NWO honoreert 10 aanvragen voor
Rekentijd op de Nationale
Computersystemen

20 mei 2020

» NWO honoreert 24 aanvragen voor
Rekentijd op de Nationale

Computersystemen

> Al het nieuws voor Rekentijd nationale
computersystemen

Kalender

21 Rekentijd Nationale

https://www.nwo.nl/onderzoek-en- resultaten/rorammas/Rekentl d+nat|onale+comuters stemen

Staatscourant van het Koninkrijk der Nederlanden

Datum publicatie Organisatie Jaargang en nummer Rubriek
07-06-2018 09:00 Nederlandse Organisatie voor Wetenschappelijk Onderzoek Staatscourant 2018, 31287 Overig

The Dutch National e-Infrastructure

In this call, all applicants are asked to indicate the project’s e-Infrastructure needs, in terms of compute
hours, data storage capacity, lightpath connectivity, or otherwise. A ‘use-or-explain’ policy will be
applied, meaning that

- projects without e-Infrastructure needs are asked to give a brief explanation;

- projects with clear e-Infrastructure needs are expected to select the hardware resources and
services as part of the Dutch National e-Infrastructure as first option, and to indicate the expected
extent of use;

- projects with clear e-Infrastructure needs that aim to use international (e.g. PRACE, XSEDE,
etcetera) or commercial (e.g. web, cloud, etcetera) hardware and services instead are required to
give a brief explanation.

The use of the Dutch National e-Infrastructure is not a requirement, nor is it a formal review criterion.
However, in all cases in which the Dutch National e-Infrastructure is not used, a justification should be
provided.

In this call, the Dutch National e-Infrastructure is defined as follows:

The definition distinguishes between hardware resources and services available to all researchers in
the Netherlands (Category |}, and those made available to a selected subset (Category Il}). The
Category | e-Infrastructure, outlined below, is formed by the hardware resources and services
provided and maintained by SURFsara, SURFnet, DANS, and — in part — also by Nikhef and RUG-CIT.

Building Scalable e-Infrastructures for Research
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Balanced infrastructure - based on our joint science cases

DNI National elnfrastructure

BIG Grid m coordinated by SURF

> LHC and LOFAR > LHC, LOFAR, Life Sciencé
and others ...

Nik[hef ASTRON & /i~

I}Roadmap 2013-2019

Addressing challenges through algorithm improvemer Fundamental Sciences
E-infrastructure

Realisation of the Infrastructure and Access Mechanism

FUSE — Fundamental Sciences E-infra
an integrated infrastructure
for algorithms, hardware, networking, and collaboration

Building Scalable e-Infrastructures for Research Nik|[hef
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4“ '

T Suerinky K de Roo: https://hwbot.org/submission/453934nikhef _cinebenchs

. since some things are fun, but not quite that scalable ...

O\
ﬁ:r* -

.",

23323

23081

22064

21601

20022

r20_with_|

LN2

LN2

LN2

Liquid CO, cooling test bench,
24.33% overclocked
using CineBench R20
best sustained, i.e. without LN2...
In asNikhef-AMD collaboration

COOLING

HW
Opts
Opts
Opts
Opts

Opts

benchmate_ryzen_fhreadripper_3970x_20022_pts



Let It All Collaborate!

A

David Groep
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