ICT as the research instrument
for our collaborative world

exploring the federated infrastructures for
data, computing, networks, trust & identity

* Research Infrastructures and computing needs

* ‘More than one’: building computing and network fabrics

* Beyond commodity — innovation for enabling next gen research
* Infrastructure for Collaboration: trust and identity

* Research Overlays and the EOSC

* Infrastructure is everywhere: the RCauth example David Groe P N l k h e -f—'
* Much in common: horizontal ICT infra and digital competences o DACS and Nikhef
* Everyane should join in: expertise and essential ICT instrumentation -
= — A
- . ! C
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A ‘big science’ facility: the Large Hadron Collider at CERN
1998 - 2012 ... 2028 HL LHC ... 2035+

~50 P|B/year *Tff el
prlmary"data . B

P. Higgs, Phys. Rev. Lett. 13, 508:

16823 characters, 165 kByte PDF ’mechamsm For exampleme IooI{s at the Qua(ck Gluon\ S
RI3sma, LHCb for CP violation and 1 ~_r'us (and Iots ;
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Images: ATLAS detector in the cavern at CERN. Source: CERN
March 2023 ICT as the research instrument for our collaborative world 4




h4° mllhon collisions / second

hard mteract Procori

proton

spectator quarks

ATLAS

Trlgger system selects
600 Hz ~ 1 GB/s data

Classify particles in ‘]
collision and their pl
physics properties:
- electrons

} - muons

- jets consisting of N s
. hadrons W Q@

“~Physics analysis by
(PhD) students, in
papers & analysis notes

.
&1 ‘To’ and 170 institutes !

diagram adapted from Frank Linde; images: ATLAS collaboration, Nikhef ...

> | IR - and thanks to Rosemarie
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Computing on lots of data — 40Mevents/sec
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~ 10 seconds to compute
a single event at ATLAS
for ‘jets’ containing ~30
collisions
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Display of a proton-proton collision event recorded by ATLAS on 3 June 2015, with the first LHC stable beams at a collision energy of 13 TeV;
Event processing time: v19.0.1.1 as per Jovan Mitrevski and 2015 J. Phys.: Conf. Ser. 664 072034 (CHEP2015)
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Processing at scale for data intensive science
LHC run 2 data

& Lorar
300 PB ‘raw’

UERS @ Library of Congress @
5PB )

US Census
4pp ® cotisiis

II’Nasdaq ® 3PB

LHC Run 3
from 2022
~600 PB

SKA
Phase 2

>2028 fggzgham
~1EB ¥y ~600PB

Data from various sources, for

public entities: data ca. 2018,

indicative, within ~ factor 2

LHC volumes: LCG Resource Scrutiny Group & CERN; 2020
SKA and LOFAR volumes: ASTRON/Michiel van Haarlem, 2020
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Scaling computing infra: volume not the only thing that matters

Large Hadron Collider

pre

éiGy

Institutions
== for Collective Action

Small settlements coalesce
into larger cities

Sources: CERN https://wlcg.web.cern.ch/; HADDOCK, WeNMR, @Bonvinlab https://wenmr.science.uu.nl/; Virgo, Pisa, IT; SKAO: the SKA-Low observatory, Australia
https://www.skatelescope.org/ - OpenMOLE simulation on EGI - https://cdn.egi.eu/app/uploads/2022/04/EGI_Use_Cases.pdf;

ﬁent-based modelling of ICAs: https://collective-action.info/research-on-icas/ Molood Dehkordi (TUDelft), Tine de Moor (EUR RSM)
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Collaborative computing changing fields you may not expect

Brent Seales’ work on En-Gedi and Herculaneum
scrolls with virtual unrolling and machine learning

Resurrect an ancient

$700,000 grand prize
(December 31st)

@
$100,000 Ink Detection (June I raw m t e as es

14th)

$45,000 Segmentation Tooling n
(June 14th) o

$50,000 First Letters Prize

Previous Prizes A \f‘

Data The!Vesuvius Challenge is'a machine learning and
Data Organization computer vision combetition to read the Herculaneum

Tutorials Papyri.
1. Technical Overview
2. Scanning

P 8, 3. Segmentation and Flattening
Machine : PR B ¢ oetecion
Learning ‘

tgz University of
X Kentucky

Photograph Herculaneum scrolls: The Digital Restoration Initiative/PA; capture Brent Seales from youtu.be/TOmWqsFrlpk; ML challenge: scrollprize.org
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trumentation just like a detector ...
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CERN Computing Centre B513, image: CERN, https://cds.cern.ch/record/2127440; tape library image CC-IN2P3 with LHC and LSST data; cabinets: Nikhef H234b
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Infrastructures for research, built on computing services

orvices olutions Projects osources  News&Events  Participate

Your unified access to the
tools and services fo

NETHERLANDS

Leader

M Projects: DiSSCo. KM3NeT 2.0. EHRI, GGF
@© Landmarks: £ATf . EMFL. CLARIN ERI

3m+ ala
(LS8 Research Infrastructures and their computing needs |
‘More than one’: building local and global computing network fabrics %\r ¥

ror rescarcner- IR B cyyond commodity — innovation for enabling next gen research

Researchers inluding scientsts, students, lccell 1 11f17aStructure for Collaboration: trust and identity |
Explore and Gontribute Research Qver.lays anc'i t'he' EOSC
@) Dscover Reseach Outous Any organisation can join in: the RCauth example | eny
Q- Find datasets, scientific publications R . . .. i
PR i somes st e Much in common: horizontal ICT infra and digital competences
activities

Everyone should join in: expertise and essential ICT instrumentation

Service catalogues from the EOSC Portal (eoc-portal.eu), EGI (egi.eu), and ESFRI (esfri.eu) Roadmap projects and Landmarks with Dutch involvement (2021 Roadmap)

o3
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Enabled by Computing, ‘more than one’

Facilities for the global infrastructure ecosystem
Collaborative workflows and services across multiple organisations
Networking, federated access and the ScienceDMZ concept

B
E,%w%ﬂﬂwﬁmiaﬁééﬁ

is NO CLOUD, just other people’s

B:ﬂ Maastricht University | Department of Advanced Computing Sciences Image source: Free Software Foundation Europe - https://fsfe.org/



Local computational resources as a starting point

Many HTC applications like WLCG, SKA,
or WeNMR are ‘conveniently parallel’

balanced features for node throughput
(CPU, storage, memory bandwidth, network)

e single-socket multicore systems are fine,
typical: 64-128 cores per system

 network: 2x25Gbps
(+ ‘out of band’ network for IPMI or Redfish)

* memory: 8 GiB/core (different from HPC)
* local storage: 4TB NVME PCle Gen4 x4
+ space (physical + power) to add GPU

Image: Cluster ‘Lotenfeest’ at the Nikhef NDPF, acquired March 2020. Lenovo SR655 with AMD EPYC 7702P 64-Core single-socket
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NDPF ‘WLCG and Dutch National Infra’ cluster

Running jobs: period: March 2021 .. October 2022
10 k .. S B offline ( 1.8)
g k ) r r O wunused { 6.7)

| b _ O atlb (33.2)
R i et e ey v | £ 61 ARl S (i 1h R TR I B lhcbpil (33.8)
sl doddloowrl Wk il B e O atlaspil (11.7)
i M alicesgm { 9.4)
2 k : _ o enmr { 1.9)
- : [} lige { 1.8)
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2 0 k O lhcbpil
" oy . k -] atlb
e Waiting jobs (Week 40, 2022) ~ S st
L LAk ] enmr
n Pl2k | u,“.. i | B other
No) ‘ 1.0 k I 'l 1
.2 ' 22 t i 1 - \ &4“—.“‘ M'.‘ i mw M‘W ) o f"' v*‘”’w M l *"JWJWJ"' e
n | 0:4 k M o l L 'l ‘ "‘AM wl 4,& i thnlu "
0.2 k i
0.0 ‘ .‘ ! Sat Sun Mon Tue Wed Thu Fri

capacity move on Sept 27: nodes moved to LIGO-VIRGO specific cluster; Source: NDPF Statistics overview, https://www.nikhef.nl/pdp/doc/stats/
‘other’ waiting jobs are almost all for the Auger experiment - GRISview images: Jeff Templon for NDPF and STBC

o2
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DNI and NL-T1 capacity from 2023 DNI NWO, LOFAR, and WLCG; see https://www.surf.nl/onderzoek-ict/toegang-tot-rekendiensten-aanvragen ; fuse-infra.nl
SURF tape total: ~80 PByte by end 2022; image library at Schiphol Rijk from Sara Ramezani; NikhefHousing: https://www.nikhef.nl/housing/datacenter/floorplan/
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Dutch National e-Infrastructure: High Throughput GINA

Communities

ENMR: structural biochemistry
AL 'R Project MinE: ALS (health)
M m;m \ A Xenon: direct DM searches

[“/w\/ W P TROPOMI: earth observation
M DUNE:
* long baseline neutrinos
LIGO/Virgo:
* Gravitational waves
Alice, ATLAS, LHCb
* LHC(NL) experiments

ROPOMI

'/v”\.

Graphic: GINA DNI compute service coordinated by SURF
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More than one: the worldwide LHC Computing Grid

Earth background: Google Earth; Data and compute animation: STFC RAL for WLCG and EGl.eu; Data: https://home.cern/science/computing/grid

~ 1.4 million cpu cores
~ 1500 Petabyte
disk + archival

170+ institutes
40+ countries
13 ‘Tier-1 sites’
NL-T1:
SURF & Nikhef

built on e-Infrastructures
EGI

PRACE-RI

EuroHPC

OpenScienceGrid
ACCESS-CI

For the LHC Computing Grid: wlcg.web.cern.ch, for EGl: www.egi.eu; ACCESS (XSEDE): https://access-ci.org/, for the NL-T1 and FuSE: fuse-infra.nl, https://www.surf.nl/en/research-it
) Maastricht University | DACS July 2023 ICT as the research instrument for our collaborative world 18




shared multi-community
infrastructure

Research workload
Workflow submission
to a community or
e-Infrastructure service

Workload

global community and e- management

Infrastructure realm VO List

resource centre realm AMyVOEs) B

Site #1

Last validation date

2020101 141925

1 Discipline(s) Registry System
H ComPUte Resources C-  Support Activities * VOMS
Storage sgrwces (HTC batch, Paas$, laaS, ...) Compute Resources (e.g. HPC) .
(DPM, dCache, GridFTP, DOMA) with co-located data service with co-located data service
H

Showing 1 10 10 of 264 entries

Right-hand graphic: EGl operations portal, https://operations-portal.egi.eu/vo/ - project logos in workflow image for illustration only, other services exist

o3
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Global distribution of computing and data placement

WLCG and EGI Advanced Computing for Research



LHCOPN - traffic levels for TOT1 data transfer
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Outgoing RU-T1
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Outgoing NL-T1
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Outgoing UK-RAL
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Outgoing US-BNL
Outgoing US-FNAL

Outgoing ES-PIC

Incoming DE-KIT
Incoming KR-KISTI
Incoming RU-T1
Incoming FR-IN2P3
Incoming NDGF
Incoming NL-T1
Incoming TW-ASGC
Incoming [FINFN-CNAF
Incoming UK-RAL
Incoming CA-TRIUMF
Incoming US-NEL
Incoming US-FNAL

Incoming ES-PIC

max
184 Gh
8.83 Gb
20.8Gh
807 Gb
41.0 Gb
940Gh
9.62 Gb
98.9 Gb
229Gh
56.5 Gb
959 Gh
56.9 Gb

12.1Gb

max
145Gb
3.07 Gb
40.7 Gb
842 Gb
79.4Gb
96.9 Gb
130b
62.7 Gb
43.0Gb
5286Gb
83.0Gb
61.0 Gb
11.06b

8366Gb
170 Mb
6.09 Gb
2056b
577Gb
6.97 Gb
177 6b
1236b
613 Gb
6.37 Gb
1576b
587 Gb
3136b

avg
10.9Gb

428 Mb
9.61 Gb
6.33Gb
798Gb
5.43 Gb

762b
494 Gb
11.56b
578Gb
171 6b
8.18Gb

345Gb

CERN OpenMonlIT LHCOPN, period Oct 7 .. Oct 14 2022, from https://monit-grafana-open.cern.ch/d/HreVOyc7z/all-Ihcopn-traffic

"
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current
81.4Gb
1.36 Mb
6.14Gb
2.06 Mb
24.3Gb
445 Mb
1.04 Gb
98.9Gb
18.4 Mb
17.6Gb
379Gb
112 Mb
0b

current

4.16 Gb
10.8K0
3.60Gb
34.1kb
16.0 Gb
10.3 Gb
697b
1.64Gb
966 Mb
38.4Gb
1M.8Gb
799b
ob

total
169 To
342 Gb
123Tb
414Tbh
1.6Tb
140Tb
3.56Th
24.87Tb
124Tb
128 Tb
316Tb
118Tb
6.31Tb

total
220Tb
864 Gb
19.4Tb
128Tb
161 Tb
105 Tb
154 kb
995Th
2337Tb
116Th
34.5Tb
16.5Tb

695Tb
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PL-NCB]J CN-IHEP
As AS

CH-CERN
A5513

FR-CCIN2P3
AST89

NL-T1

SURF A51162

NL-T1 IT-INFN-CNAF

NIKHEF AS1104

e _ _ — 10Gbps
B = mice [= Atas B=CMms LHCb 20Ghps

— 1 00Gbps
edoardo.martelli@cern.ch 20230331 200Gbps

A00Gbps

Edoardo Martelli, CERN (https://twiki.cern.ch/twiki/bin/view/LHCOPN/OverallINetworkMaps)
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LHCONE L3VPN: A global infrastructure for High Energy Physics data analysis (LHC, Belle I, Pierre Auger Observatory, NOVA, XENON JUNO)

CANARIE b JANET o

LHCone - - EE B

3
< w  wmchimm
2 Peies ) (Troitsk)
§ I — - = .
- P i e Germany
- T
i e N L Tl v; (B Jobm
WLCG : L — = / MN\\&te g
el ) UUSA EsnatEurcpa) 7 Sl o Lo e ?
T1-T1 & T1-T2-T3 ¥ ZYE= - AN = *‘
El AL P SLAC, ORL Amstardam) 5 - Europe
H A N
+ collaborations g EREE [T Neem =
DUNE, Belle-II e A A -
? :F
. -
Pierre-Auger . - &
§ I o e o
. Peers: Enet. z
¢ |\ =1 :
NOvA, XENON ‘
£ e £ e ; L F
B o _ — oo ) Seneva H
Eé B ((.-f;yr T ] = ;% § % Wm;w & 7 ::E;u:g:“
5t P | g . i
. ) GoREx e R = ég
Quite elementary : /&= = Sk i
EE TER Ve o, Erance
expectations T N =
P E - M || mo
Australia y -

IPV6, O @

LHCONE Map Ver. 5.9, 2022-10-20 - WEJohnston, ESnet, wej@es.net . "
. —orious
LHCONE VAF domaln/agaregstor  (Gar) NREN/site router at axchange point m— SINET GARR
- A provider network o NORDUnet Ital
] Conector nutwork— provides, | —wm Comuication inks et P LHC ALICE o LHCh site ¥
Eri e 1D 07074910 3056 | g, gl o A s | GHAETL U e TS s S, e
@) Provider network Pop router 1, Undedined nk information ASGC, Ta === maLeatan UChi LHE Ther 2/3 ATLAS and CMS 2 L
. H N nicates ink provider, nat use ESnet wansatiantec, Ush RedCLARA, o Bl Tt 12 wen P
g, Nt currenty connected to + NICT/NCEC/ SingAREN KEK Belle Il Tier 1/ P, Napoli  Min0, Romal,
D Jacone § Dotted outine indicaes distributed ste Colored outline indicates LHCsBale i it o
(73 Exchangs poin: | Blue doshed outlne ndlcating a WLCG | e A8A300/400 - arious links provided by CANARIE, Esnet, || NG 1uND
} fereration site nol currently an LHCONE GEANT, Interned2, NORDUnet, SUREnet, SINET, /NS¢

LHCone (“LHC Open Network Environment”) — visualization by Bill Johnston,
ESnet version: October 2022 — updated with new AS1104 links
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Border Router
Enterprise Border
Router/Firewall

‘ScienceDMZ’

WAN
Site / Campus
access to Science
Predicable performance | DMZ resources
 perfS@®NAR -~ .
and data access for research T " site/Gampus

Science DMZ

l / Switch/Router

4

‘Where research services,
data, and researchers meet’

Per-service

* latency hiding through caching security policy
. . . ! control points
* security zoning/segmentation High performance T—
. Data Transfer Node T
protects SpeCIfIC data sets with high-speed storage - LowlLatency LANPath

* outside any enterprise perimeter

Image and ‘ScienceDMZ’ concept promulgated by ESnet (see fasterdata.es.net)
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Can hardly be said better than Eli Dart did at TNC23

"

The Value Of Routine Performance

It’s important to get to where high performance is normal

* No magic, no arcana, things just normally work — for petabytes of data

DOE HPC facilities now easily shuffle around hundreds of terabytes
— Some people have smaller data sets too

— But the point is that it’s normal and routine

What follows is one specific example, chosen because of some specific
features

@ ESnet

From Eli Dart (ESnet), "The Strategic Future of the Science DMZ”, TNC23, https://indico.geant.org/event/2/contributions/186/attachments/168
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The network is there to connect — ‘AS1104’ as an example
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Make a guess ... the Nikhef Institute (AMS) total network admin effort including desktop, wifi, servers, cloud, peering, and procurement needs _ FTE? — mind: doing networking right is not overly complex ...



And for a research mission ...

. you want
a science network
with a ‘back-office enclave’

‘open-core’ research network model
implements enclave structure and

protects against overload by having
no stateful components
in the network path

o2

«q Maastricht University

July 2023

@

Enterpris“e services
(web- tms, &c)

il¢

manageddesktops 3"
“enterpri nclave” |

&
&m;

y RJ

(AD/LDAP, KDC, ,
SHGME, backup
LPD, VPN, 3

‘;anti-spoofing measures, RPKI
& emergency suspension

-/‘
= =

Cloud customer
EVPN gateway
(MPLS, VXLAN)

ICT as the research instrument for our collaborative world

& 10
s

Enterprige IT ssrvices

:‘::‘ ;J &EI ﬁ
- . ¥

S

ec

e
self-managed

systems

OT, controls, and
engineering
enclave

~ 00BM/IPMI/BMC
“OT” data centre controls

Storage services

Compute clusters and
managed (PaaS) HPC resources
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And sometimes traffic is triggered by researchers scaling up
‘accidentally’ from a laptop to a cluster without too much thought

25 k . E
. . . T . T E|
A researcher doing mass creation of containers, rebuilding their :
20k : 3
[ 7 H H LS &
python ‘virtual env’ for each job, running on >> 4000 cores - :
' E:
1 £ =
| i L
[root@wn-pep-002 ~1# top 10 Kk f by q1; L
top - 09:40:47 up 71 days, 12:17, 2 users, load average: 110.38, 101.43, 106.3 B 00 0 O m.;!" .....
Tasks: 700 total, 7 running, 666 sleeping, 0 stopped, 27 zombie £k
%Cpu(s): 17.0 us, 2.0 sy, 0.0 ni, 81.0 id, 0.0 wa, 0.0 hi, 0.0 si, 0.0 st
K}B Mem : 39462902+total, 23514457+free, 10406320 used, 14907812+buff/cache i} T A TG G T o
KiB Swap: 67108860 total, 66841340 free, 267520 used. 37964784+avail Mem B ek @ aTlAs B Alice B Lico-virgs B Garkmstter—senon [ Auger
O Life sciences W Running Jobs [ Load average [ Running LHC Jobs I CRUS
PID USER PR NI VIRT RES SHR S S$CPU $SMEM TIME+ COMMAND - :
82661 1igo000 20 0 5618756 396356 924 R 360.0 0.1 5:14.43 mksquashfs Total IPvS Traffic - daily
72615 1igo000 20 0 5626336 248516 816 R 90.0 0.1 5:44.11 mksquashfs 500 G
83257 1igo000 20 0 5611608 219300 852 5 90.0 0.1 1:17.66 mksquashfs 450 6
Bits/sec w400 G
a
0
c 3506
-
Y zoe 6
-
-
250 G
-
200 G
150 6
Tue 00: 80 Tue 12:08 Wed 00: 00 Wed 12: 00
0 Traffic
Pulling the python packages at line rate and
g py p g = gg;'; gtps June 28th, 2023, data from Nikhef NDPF stats & cricket (top),
. . . . . - i < ‘ :
downloading public python repositories ultimately TR SURFnet asd001b-jnx-01 to asd001b-jnx-04 (left),
= 194,65 Ghbps AMS-IX SFlow https://stats.ams-ix.net/sflow/index.html (bottom)

AV

will trigger Cloudflare and flood SURFnet

Copyright (c) 2023 AMS-IX B.V. Updated: 28-Jun-2023 19:55:02 +0200




Science DMZ where ‘zero trust’ labelling comes in

Border Router
Enterprise Border

Router/Firewall

Subject
B

Policy Decision Point (PDP)

Site / Campus
access to Science
DMZ resources

Clean,
High-bandwidth
WAN path

Subject

Policy Enforcement A\

Point (PEP) o servich perfS@NAR
security policy
control points An Open Science/FAIR net:
High performance High Latency WAN Path ‘ '
' N Data Transfer Node ’ g o5 BipiEin €0 peaiioy ,
From Eli Dart (ESnet) at TNC23 ibid. \yith high-speed storage ~ Low Latency LAN Path as closed as necessary

o2
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And ‘open’ does not mean ‘insecure’ — the WLCG SOC model

Data sources & Data pipelines Storage & Alerting
threat intelligence visualisation
MISP
Threat Intelligence Sharing
Essential
. ,
Zeek (Bro) e Enrichment,
Intrusion Detection System - Logs“:z: :’:L’?elme correlation,
Deep Packet Inspection “Ei ebest aggregation
Optional _ Optional
Elasticsearch
Real Time Indexing
Essential
netflow/sflow Logstash pipelines Elastalert
— Network flow metadata vl ol
Optional 3 W g
Y
system logging LogStash
Docker host (services)

elasticsearch

optical taps and m|rror|ng, MISP intel from CERN, SURF, and prlvate |nteI sources |

Kafka host
Nikhef SOC design/management by Jouke Roorda. WLCG SOC WG model: Liviu Valsan (CERN) and David Crooks (STFCRAL) | I,
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Beyond today’s commodity

From CS Research and SLICES-RI to Infrastructure Innovation
SURF Big Data Science Innovation, SURFNet 9, Snellius evolution
Data networks for the HL-HLC, SKA, and beyond

National resilience testing and innovation partnerships

% Maastricht University | Department of Advanced Computing Sciences



Exercising the network — for sensor data or ‘rare’ HEP events

i WY "’%q P X

/¥ Interface: ae66, Enabled, Link is Up
¥ Encapsulation: ethernet, Speed: 1200000mbps
Traffic statistics: Current delta

Input bytes: 491308044270834 (522650585576 bps)  [455708529457430]

Output bytes: 55684866 (49250 bps)
Input packets: 7676688082851 (1020790999 pps) i OPASTeYok572]
Output packets: 418932 (48 pps) 717 %
Error

Ing
Ing

Ing

Interface Link Input packets (pps) Output packets (pps) ‘
aeld 48975582 47) 902463 @

ael 0 @@ (/] @
ae66 (] @ 0 (D)
et-0/0/0 93484231 ) 238363968625424 (593093300)
et-0/0/1 ) ) ) oS ) @)

=tbir 400 Gbps and 593 Mpps — S

et-0/0/3 @

e40/D04 connected to CERN via SURF S

et-0/0/5 @
et-0/0/6 2

et-0/0/7 tsuerinkf@ideelqfx-re@> ping routing-instance LHCOPN 192.65.183.25 size 6088
azs = .25 (192.65.183.25): 6@8@ data bytes
192.65.183.25: icmp_seq=8 ttl=64 time=45.239 ms
192.65.183.25: icmp_seq=1 ttl=64 time=51.277 ms
192 A5.183.25: irmn sea=? t11=A4 timp=43.A77 m=

Image: ballenbak.nikhef.nl, Tristan Suerink

P
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For example for HL-LHC, or SKA, more is needed > 2028 ...

* ‘Typical’ network is now mixed 400G-100G

 Push experiments to 800Gbps in metro area,
and a local (AMS) loop has been demonstrated

e next: 400 = 800G AMS-GVA @ Home | BTG |BTG Services | INTUG | Innovatilab) Activteten. | Lobby & Opinie. | Publicaties

Minister Adriaansens opent
testomgeving voor volgende generatie
netwerktechnologieén

januari 3

De i i in is door minister Micky Adriaansens van Ecenomische Zaken en Klimaat
op 30 januari geopend. De innovatierotonde is een testomgeving waar SURF en Nikhef gaan experimenteren met nisuwe
netwerktechnologieén. De omgeving beschikt over een internetsnelheid van 800 Gbit/s, wat meer dan 1000 keer sneller
dan de i an e rland. De i stelt

onderzoekers in staat onderzoek te doen naar de volgende generatie netwerktechnologieén

aar bandbreedte op het internet groeit. Onderzoekers willen steeds meer
T ndsgrenzen heen met elkaar delen. De bandbreedte van het netwerk speelt
elheden data snel te kunnen , is de hting dat

hiervoor de standaard kan worden. De innovatierotonde maakt het mogelijk om te experimenteren met nieuwe

netwerktechnologieén.

Web screenshot: btg.org,
Images Nokia 7750-SR1x in Nikhef AMS H234b: Tristan Suerink
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Innovation on infrastructure

Nikhef empowers subatomic
physics research with AMD EPYC™
8 CPUs and Radeon Instinct™ GPUs

Nik[hef

INOUSTRY
Subatomic Physics

Bt o U e W
1/0 and memory bar

If ' ing all these
bl o experiments have ir it's
‘Soumon ke
'Deploy AMD EPYC™ 7502P and 7702P CPUS, ; i
‘and AMD Radeon Instinct™ MISO GPUs. building blocks of matter,” “The scientists ahways want more

RESITS

Rt nd R
machine
lu-ngm o

AMD TECHNOLOGY AT A GLANCE

fredoals nmmwn e
sors with 64 cores.
AMD Radeon rthes s 0

AMD + NIKHEF CASE STUDY

Image: Minister of Economic Affairs M. Adriaansens launched the Innovation Hub with Nikhef, SURF, Nokia and NL-ix, January 2023. Composite image from

AMDDU

Deepening our understanding of the universe
with AMD EPYC CPU-powered and Radeon
Instinct GPU-accelerated servers.

y
are as much about the computing power

wee of are at CERN: the
ATLAS, LHCh, 3nd ALICE experiments. There

are . AL the

- the
Dutch National Institute concentrating on this

in Argentina. The dwith
detectors to search for air showers caused by

i i f gkl
andthe

anive
from the niverse. Then there i the eutrino

waves in 2006,

Finall,

in the universe are produced

‘group thatisa member ofthe LGO-

with the
colsisRosAd sl AMOEACds e’ sops Sk ko thes

Staff Member at Nikhef.
“The fundamental goal of
this nstitute s to find the
big universal box of buiding

. expurimental hysics papers
thet ot end wht e
data” Andiin this fiekd of physics, to
et e data you build a more:

* adds Tristan
Suerink, IT Architect at Nikhef. The more

Hadkon Colde (LHC) at CERN, lh«ln‘uumhn

throw at this quest, the more that can be
discovered. This ld the team to AMD EPYC™
processors and Radeon instinct™ GPUs, which

n about five years the LHC p incesse the
e st oy
factor 0f 10, says Aai. “This. mmmm- the

required and the solution price that afigned
with their budget.

Data-hungry science

increasing amount of data. Ifwe look at the
of storage space and compute capacity
over time. then we do not expect to even gt

experiments, but all of them require a

dose 0. factor
sl e Wi kb

“About 100 scientific staff work at Nikhef,"
explains Aai. “These staff usually work on

e 't sl with " ThE m
AMD EPYC processorsand GRU acekeration

‘experiments Nikhef s involved .

the
hunger for growing am processing abilty.

FUNGIBLE

NIKHEF, SURF AND FUNGIBLE SET NEW
BENCHMARK FOR THE WORLD'S FASTEST
STORAGE PERFORMANCE

Companies Double Current Performance Record, Setting
the New Bar at 6.55 Million Read IOPS

et GIR

https://www.surf.nl/nieuws/minister-adriaansens-lanceert-testomgeving-voor-supersnelle-netwerktechnologie
% Maastricht University | DACS
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Research data traffic looks like ... a DDoS to others ©

sk

M Belastingdienst
Ly

# Home = Menu Zoeken # Home

Home > Actueel > ICTeninformatievoorziening > De systemen testen dankzij een unieke samenwerking

Betastingsdienst

Home » Aanslagen > Ikheb een DDoS aanslag ontvangen - wat nu?

Lees voor ..
o Ik heb een DDoS aanslag op mijn netwerk ontvangen -
De systemen testen dankzij een unieke samenwerking o wat nu?
Dinsdag 14 maart 2023 | Het laatste nieuws het eerst op NU.nl Examer| .
" i U ontvangt een DDoS aanslag op uw netwerk, bijvoorbeeld omdat u vergeten bent werkende
Het begon in 2018. Een bijzondere Wat ge € gop ! e
: tegenmaatregelen te nemen. Er staat dan een geschat aantal pakketten per seconde op uw
samenwerking tussen overheden, Vragen .
monitoring.
internetproviders- en exchanges, Terugn

academische instanties non-
pr{ Een goed begin

du
sir

werkentegennederland.nl
T

team red

De voorbereidingen van de avond beginnen ver voordat de oefening gepland staat.

( Elke organisatie bepaalt welke systemen ze willen aanvallen en hoe de aanval
Forse ddos-aanvallen en nerdgrapjes tijdens N plal yitgevoerd wordt. Het ‘red team’ is verantwoordelijk voor de aanvallen, het ‘blue tean|

nachtelijke oefening overheid Vapen voor de verdediging. Eén van de partijen die avond is Nikhef. Tristan, IT architect bij

alitie] Nikhef, geeft aan dat zij dit belangeloos doen, gedreven door een maatschappelijke 1 1 — -
Door Rutger Otto motivatie. j ! | A

i X . o i o i e — n!
12 feb 2023 om 05:02 © 202 reacties < Nikhef is het Nationaal instituut voor subatomaire fysica in Nederland. Het beschikt [ [r——" ] |
Update: een maand geleden -

over een gigantische bandbreedte, wat noodzakelijk is voor een dergelijke oefening -

waarbij zeer veel data wordt verstuurd. Zij zijn onderdeel van de aanvallende teams er| . S
Image sources: belastingdienst.nl, rws.nl, nu.nl B o b ) j»}
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Trust & Identity

Sdafe access for open data processing

More than one user, from

more than one organizational domain, in
more than one country!

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



WLCG: when we met a global trust scaling issue

170 sites
~60 countries & regions

~20000 users
just how many interactions ??

people photo: a small part of the CMS collaboration in 2017, Credit: CMS-PHO-PUBLIC-2017-004-3; site map: WLCG sites from Maarten Litmaath (CERN) 2021
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We live in a federated world!
-Lti::: s .ppl'oiect anl,CG @ C" l a .

Management
Federation

FOR EDUCATION AND RESEARCH

AUSTRALIA

COI‘Iﬁa ACCESS FEDERATIGH s s
* IR

Interoperable Global Trust Federation
F AP|EU|TAG

| ’D) RENATER

» Ed UGAI N!|a| ;NNEUEURDEsAvoms
Colfn;e\@GakUNln) FE‘DE on.

Comtn e M G ederad EUN‘ARJ
6]] CILogonuak.n arnes 95“ edu D SWAMID

ooooooooooo

N\ 11

S@

REDE CENCIA, TECNOLOGIA E SDCIEDADE

.............. @EduHr

slide inspiration: Licia Florio, NORDUNET
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http://wayf.dk/

6 | GN5-1

“eduGAIN

Implementation of eduGAIN
Future WG recommendations

Ongoing operations

Operations &
Development

New eduGAIN-OT

Evolution and duplication of
core infrastructure

Outreach Training, Webinars , T&I town hall
Support and CSIRT

Secretariat, Business development

slide by: Maarten Kremers, SURF, for the GEANT 5-1 project

78

Identity Federations

5100+

Identity Providers

3600+

Service Providers




Federated Access

Login via the
Nikhef service proxy
to gitlab, ifosim.org, ...

“Where are you from”

discovery screen
showing entities from
the eduGAIN global
interfederation

& )4
»

eduGAIN

@ Nederlands
N l% ef  Nationaal instituut voor subatomaire fysica

ifosim.org

Login as member of:

AM AT AU BE BR BY CA CH Gls CN co

FI FR GE GL GR HR HU IE IL IN IR

LlGo N lm] ef \") MD MK MO MY MX NC NL NO oM PF

GitLab e 15 | zA | experimental | NZ | KG | RO | MT | AL
sign LGO ) HK = FO

Ifosim

Username ¢ I°gb00ks
3
https://logbooks.ifosim.org/ BBMRI-ERIC
Password DARIAH
ationale des Chartes

Home »  Welcoms Supérieure d'Arts et Métiers

Or b Forgot
emember me Orgotyourpassh - Welcome et s ts + e 1SEituto Agrario di San Michele all'Adige

Frantisek Krizik Grammar School and Primary School, s.r.o.

Hubrecht Institute & Westerdijk Fungal Biodiversity Institute (KNAW)

Sign in with

Federated login

Institut Mines Telecom Business School & Telecom SudParis (new debug)

Mykolas Romeris University

Nuclear Research and consultancy Group

[J Remember me

Observatoire de la Céte d'Azur

https://gitlab.nikhef.nl/ oldr3 Institut Mines Telecom Business School & Telecom SudParis httpS'//Wayf nikhef.nl/

o~

. pilsen City Library

ifosim federated AAl integration implementation by Mischa Sallé; per-country WAYF selection is a bespoke Nikhef WAYF feature
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IGTF: a policy-bridged global federation for research computing

- N ~ ’ 5

RCauth Qeu TRUST|

<

:_acceptance process !

A global authentication fabric & assurance standards

. BIGTF ~ 90 Identity Providers (some leveraging a R&E federation) |
APIEUITAG ~ 10 international research and e-infrastructure relying parties;

> 60 countries / economic areas / international treaty orgs

> 1000 relying service provider collaborations

relying
party 1

relying

party n

Image: Interoperable Global Trust Federation IGTF, https://igtf.net/; REFEDS Assurance Framework RAF: http://refeds.org/assurance, https://refeds.org/profile/mfa

o3
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Separating source of authenticator,

Credential
Issuing
Authority

X

45cdelac-cB8cc-4721-
9564-a062738028f1

Photo ID 6

Maastricht University | DACS

45cdelac-c8cc-4721-
9564-a062738028£1

VO (community)
Membership Records
(VOMS + HRDB)

"

July 2023

identity, and access

Premise of federated access
separate authentication
from authorization

Resource
Access
Control < Site-level
o~ s -
= Authorization
= Database

ICT as the research instrument for our collaborative world
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Research Infrastructures and access models based on eduGAIN

Federation in
Country A

Hub/Bridge/Gateway

Service Provider Identity Provider

Source of authority for access to research SPs
defined by the research project (ERIC, ESFRI),
Federation with SP Proxy image by: SWITCH (CH)

not home organization IdP which only has affiliation

% Maastricht University | DACS

July 2023
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So ‘just eduGAIN’ is not enough for research collaboration QARC

ﬁAccess services using identities from their Home Organizationm

o Access services based on role(s) users have in the collaboration.
This info is not known to IdPs — or eduGAIN.

o Secure integration of guest identity solutions and support for
stronger authentication identity assurance mechanisms.

o Requirement for one persistent identity across all the
community’s services when needed and account linking.

o Web and non-web resources

{Hide complexity of multiple IdPs/feds/At Auth/ technologies. /

Authentication and Authorization for Research Collaboration — AARC (Licia Florio et al.) — https://aarc-community.org/
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Federated access for research collaboration — AARC

Authentication and Authorization AARC
architecture for Research Collaboration

Defines a model and building blocks to address researcher needs
exploiting group membership for authorization

eduGAIN and the Identity Federations
Foundational federated access in R&E
Allows researchers to use ONE digital identity to access

MANY services and resources available in eduGAIN

Network connectivity
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Trust flows from the research community

AARC Blueprint
Architecture

 —
 ——
f————
f————

Unauthenticated User
Authenticated User
Autharisation Information Flow
Attribute Information Flow

User Identitiy v \ } \ \ \
, -— -~ \ . i -
@ s
( ?&m:f ) (eduGAIN)
e
e
PN Zany
( Consent )
—
User AccessProtocol @} | | [BEEEEN 9090090909090 G =
Attribute Translation Authorisation |
Services |
LTET |
| Reputation B PR !
\ Sewice , |
|
S
-~ TT T |
- — - - — - - - — | . :
iN / |
LSRR |
1 { Translation | | a oy =3 ‘ |
___________ / N ,EEMP‘i o { J Cornmunlty RN
ks I | ( Authorisation ! |
I User P St 'P\ Puliqy { |
| (" inform ) 1 | 7 Repository | |
, R / | —Aa_r~ |
Pl e i e | 4 |
1 | 1 ]
1 I 1 =
| | End Services : 1 |
e v v v v v v ‘ ) |
N orc gy o o1 e - — -
|
| |
e =l

Community
Service

v/

Communlty AAI

=

T
|
I
|
I

Generic
Service

AARC Blueprint Architecture (2019) AARC-G045 https://aarc-community.org/guidelines/aarc-g045/; stacked proxies: EOSC AAl Architecture
EOSC Authentication and Authorization Infrastructure (AAl), ISBN 978-92-76-28113-9, http://doi.org/10.2777/8702

o2
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Composite AAls — proxies beyond ‘just’ the EOSC

Proxy model supports harmonizing IdPs beyond research

* edulD-style identifiers
- 'life-long learning’ identifiers
- independent student identifier (the ESI) for
mobility & Erasmus-without-papers
- eduGAIN-alignment foreseen: eduid.nl, Swiss edulD, ...

* elDAS and government elD (e.g. DiglD)
- identity assurance step-up

* ORCID provides this service for research in general
- since it persists, also very useful to allow researchers
consistent access independent of home org ©

Composite AAl image source: Christos Kanellopoulos (GEANT), Marcus Hardt (KIT)
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EOSC AAI Federation

o e i e e e e e
i T

—
B Lo ‘ H Oty

1
i
1
LS

e al

Identity assurance brings the true value:
authenticators are aplenty, and ‘MFA’
far less interesting than vetted identities.

But HEI home IdPs seem reluctant to provide it ...

user identity comes ‘with the user’ from outside,
mediated by the research community, ORCID,

or from the home member state involved

Image: EOSC AAI for the EOSC Core and Exchange Federation for the EOSC European
Node by Christos Kanellopoulos, Nicolas Liampotis, David Groep (June 2023)
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Same blocks underlie e.g. the Fenix and Puhuri HPC ecosystem

VN [ [ rs=c====n
HPC Community Gov ID :Ct‘:\:vsv;'rf:llal:
i Site Platform elDAS | ! '
H '+ Sector
: ’ ! Vo ‘ )

@ ViyAccessiD

- FENIX @

©

B
1)

e

]
1
1
)
)
1
o %@ WS CINECA | :
(———— s
—

[ Nationa | ] :
1 @'——-' i | Al n '
| Portal LumI HiQUE :
------ @ : :

'
e e s

Infrastructure Service Domain Layer

Fenix image via Christos Kanellopoulos, diagram via Anders Sjostrom (NelC, Puhuri) at the TNC23 workshop

o3
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And the blocks are the basis for education & Erasmus+

MyAID Architecture

¢ Provides an Authentication Proxy for

the core Erasmus+ services (Online

Learning Agreement, Dashboard,
PhD Hub and the Erasmus+ App).

e Supports authentication via
eduGAIN, elDAS and Google

13 ;C"\\ \
\&'MyAcademiclD

Cc23

Christis Kanellopoulos (GEANT) for the Erasmus+/Erasmus Without Papers programme
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What value does our university ID bring in a life-long learning
environment? Time to think less institution-centric?

HOME PROJECT

EBSI Wave 2 (15 MS, 20 HEIs, 2 EUA)
Study
01

A student gets a diploma with a list of course units validated
from Erasmus (Transcript of Records Credential) (ES/BE/IT)

(02 Astudent applies for a PhD with a Bachelor / Master degree from a
foreign country (Bachelor/Master Diploma Credential) (RO/GR/FR)

Uit Beckehun

GEANT Association

Stichting Internet Domeinregistratie Nederland

SURF BV

03 A student gets access to local discounts using student credential

Vezcozo BV
(European Student IDentity) (BE/ES)

04 A refugee presents an EQPR to a European Italian University to
apply for a Master (EQPR - CoE Refugee Passport) (IT/DE)

Work

05 A graduated citizen applies for a job with a Degree from a
foreign country (License to Practice Credential) (GR/CY)

Grow

06 A PhD student applies for specific courses in a foreign
country (Cross-border Micro-credentials) (FI/LT)

Dienst Uitvoering Onderwijs — Dutch Education Ministry

ladole  emmy s PE P

| N “leduGAIN
VN N

“
AN
“

Qei_i_ssi neéssf R

Hersmus

9 elDAS

°=/ & m X ,
phdhub T— S T N

Images from Lluis Arifio, for the DC4EU project. See e.g. https://www.dc4eu.eu/consortium/#netherlands 8] @ DAS B T o S i
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Open science & infrastructure ecosystem
enabled by Federation

Common infrastructure for many communities
ESFRI Clusters and the European Open Science Cloud EOSC

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



A global infrastructure of EGI, OSG and WLCG, ...

M LDAP - GlueCEUniquelD=dissel.nikhef.nl:2811/nordugrid- torque-long7, Mds-Vo-name=NIKHEF-ELPROD, Mds-Vo- name=local, o=grid - BDI top-level (Nikhef) - Apache Directory Studio - o
File Edt Novigote Search LDAP Window Help

| 2 @il L Q e|[E

% LDAP Browser ] =i [B Glu khef.nk2811/nordugrid-torque-long7Mes-.. 37 = 0 = Outline =B

< DN: GlueCEUniquelD=disselnikhefink281i/ne = = | & % | & | @ 5| 2 7 v Gluc ichef.

= GlueCEHostingCluster (1)

) Mds-Vo-name=NCBJ-CIS
() Mds-Vo-name=NCG-INGRID-PT
() Mds-Vo-name=NCP-LCG2

() Mds-Vo-name=NDGF-T!

() Mds-Vo-name= NIHAM

[ Mds-Vo-name=NIKHEF-ELPROD (43)

(=] L
(=] hef.n_ dugrid.
@ hef.nl dugrid.

() GlueCEUniquelD=brug nikhe.
() GlueCEUniquelD=brug nikhe
() GlueCEUniquelD=brug nikhe...
() GlueCEUniquelD=brug nikhe.
[ GlueCEUniquelD=brug.nikhe.
[ GlueVOViewLocallD=dteam

(] GlueSiteUniquelD=NIKHEF-ELPROD

rdugiid-torque-alice7 (1)
ordugric-torque-atias (1)
dugrid-torque-gratis7 (1)
rdugrid-torque-infra’ (1)
erdugrid-torque-Theb7 (1)

1

7 G kh

Attribute Description
objectClass
objectClass
objectClass

v GlueCEAccessControlBaseRule (13 values)

GlueCEA¢

Value
GluelnformationService (aux...
GlueKey (auxiliary)

GlueSchemaVersion (auxiliar...

GlueCEAccessControlBaseRule: VOalice
GlueCFAccessControlBaseRule: VOatlas
GlueCEAccessControlBaseRule: mri.nl
VO:chem.biggrid.nl
GlueCEAccessControlBaseRule: VOdrihm.eu
GlueCFAccessControlBaseRule: VO:dune
GlueCEAccessControlBaseRule VOkm3net.org
GlueCEAccessControlBaseRule: VOiofar
GlueCEAccessControlBaseRule: v

GlueCEAccessControlBaseRule
GlueCEAccessControlBaseRule:

GlueCEInfoLRMSType (1)
GlueCEPolicyMaxTotallobs |
GluelnformationSenvicelRL
GlueCEinfolobManager (1)
GlueCEPolicyPriority (1)
GlueCEInfol RMSVersion (1)
GlueCEStateWorstResponse
GlueCEStateWaitinglobs (1)
GlueCEStateFreelobSlots (1)
GlueCEStateRunninglobs (1
GlueCEinfoGatekeeperPort
GlueCEName (1)
GlueCElmplementationNar
GlueCERolicyMarRunninglc
GlueCEInfoGRAMVersion (1]
objectClass (9)

grid-torque-long GlueCEStateStatus (1)
6l khe...11/nordugrid-torque- GlueCE biggrid.nl GlueCEAccessControlBaseR,
[ Gluec: khe...1/nord q GlueCEUniquelD dissel.nikhefn:2811/nordugr... GlueCEPolicyAssignediobs!
[ GlueCs kh torque-medium? GlueSchemaVersionMajor 1 GlueSchemaVersionMajor (1
0 6l khe...11/nordugrid-torgq GlueSchemaVersionMinor 2 GlueSchemaVersionMinor (
[ GlueC: khe...|/nordugrid-torque-sh GlueCECapability CPUScalingReferencesinD=2400 GlueCEUniquelD (1)
[ Glueci kh que-sp GlueCEHostingCluster dissel.nikhe.nl GlueCEStateEstimatedRespe
6l kh torque-vhimem? GlueCEimplementationName ARC-CE GlueCEInfoTotslCPUS (1)
O 6l . 1/nordugrid-torque-af GlueCEinfoContactst Z khef nk2811/jo, GlueCEinfoContactString (1
[ Gluec: le..11/nordugrid-torque- st GlueCEInfoGatekeeperPort 2811 GlueCEinfoHostName (1)
[ Gluect k... que-g GlueCEInfoGRAMVersion 0 GlueCEPolicyMaxWallClock|
0 6l ... /nordugrid-torg GlueCEInfoHostName dissel.nikhef.nl GlueCEStateTotallobs (1)
o Gl k.11 /nordugrid-torque- lhcb GlueCEInfolobManager arc GlueForeignkey (1)
(2 GlueCt .81 /nordugid-torque-h GlueCEInfol RMSType torque GlueCECapabilty (1)
() GlueCEUniquelD=dissel.nik..ordugrid-torque-long7 (1} GlueCEInfol RMSVersion 4210 GlueCEPolicyMaxCPUTime.
) " A " e FlofoTosalCDIL 02>

An infrastructure with components

matched to application needs
* systems architecture, compute (clusters),
networking, storage, and application structure

* in a cost-efficient, and energy-efficient, way

BerkeleyDB Information System for EGI, from top-level BDII at Idap://bdii03.nikhef.nl:2170/0=grid; Earth visualization: https://dashb-earth.cern.ch/, Google Earth

"
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Job distribution overlay and pilot jobs in WLCG

Building a cross-site ‘overlay’ Virtual Organisation

batch system 6

e work around
local bespoke interfaces
and specific semantics

VO Workload Management
System or Job Queue

- Site Boundary ~
provides the single e ([LROS Queve
° ° or traditional
community-level interface i )
Grid Workload Management
Systems \\ / K /
N s

Site Access Control with pilot jobs: gLExec, http://doi.org/10.1088/1742-6596/119/6/062032; GlideinWMS: https://glideinwms.fnal.gov/ based on Condor; also: PANDA
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SLATE - structuring the research cloud overlay
Nobody wants a cloud per-se ... what we want is a solution ...

"~ Jupyter Untitled vast checkpoint 2 minutes age (unsaved changes)

SLATE edge platform
(in SciDMZ)

N

Central SLATE Platform
Service Factory

File Edit View Insert Cell Kernel Widgets Help

B+ x @B 4+ 4% HRin B C W Code v =

Experimental services : if they break, you get to hold the pieces ...

In [1]: W 42

Out[1]: 42

%

SLATE Platform Operators .

Campus or Institute HPC resources
P & Science VO Managers

‘alien containers’ HPC integration - container computing, using curated application images

Image sources: NDPF JupyterHub service “Callysto”; SLATE: Service Layer At The Edge — Rob Gartner (UChicago), Shawn KcMee (UMich) et al. — slateci.io
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Beyond just technology: Analysis Facilities & Coffea Casa

CMS Coffea-Casa Analysis Facility: https://coffea.casa

Iding blocks: easy integration with scalable computing =
ources

provides a task-management computational
ork in Python (based on the manager-worker
ym)

egrates with HPC clusters, running a variety of
hedulers including SLURM, LSF, SGE and
[Condor via “dask-jobqueue”

is allows us to create a user-level

Authorized CMS Users Only!

To login into the Caffea-Casa Araiysis Facility, you wik need o get a CMS OAuth token.

To get a token you need to a) be membar of CMS and b register with the OAuth sarvice at: CMS-Auth web.cern.ch teractive system via queueing up in the
Useful Links tch system
News
Watch hers for announcements!
Authorized CMS Users Only: -:. : s

Sign in with CMS SSO M1 THE

tk can be used inside Jupyter or you can simply Slurm Al'nggﬂgor
Powered by CMS IAM instance & hch it through Jupyter and connect directly from workload manager
r laptop
i

Images: Oksana Shadura et al (UNebraska Lincoln), Brian Bockelman (Morgridge Institute) at CHEP2023 https://indico.jlab.org/event/459/contributions/11610/
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Community federated access to analysis

OBIGTF G0
. oge . o arieuitac eduGAIN
Analysis facility characteristics = -’ a
* shared collaborative analysis
Brokered authN
* data and compute access across all partners

* design for equitable access to global collaborations Gl

. AuthN & Consent generation
+—>
The ‘ESCAPE’ ESFRIs are not the only ones s m = @
~

* AARC BPA design in EOSC & ESFRI clusters

* Netherlands: SRAM -~ =  ESCAPE
«  globally: ClLogon, HPCI (JP) £t BN
now extending AARC proxy model AARC
to meshed collaborations ' OAuth/OIDC X.509/VOMS
aware service aware service
Indigo IAM structure diagram: Andrea Checcanti et al. (INFN CNAF) ESCAPE IAM: https://projectescape.eu/ , Online CA: AARC RCauth CA, https://rcauth.eu/

o2
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EOSC: an ecosystem more than just services infrastructure

Sharing & Discovery
Processing & Analysis
Data Management
Compute

Storage

Networking

Training & Support

Contact Us PortalHome Catalogue & Marketplace  Providers Dashboard  Login

EUROPEAN OPEN il
out Services & Resources Policy UseCases Media Forproviders Subscribe Using the Portal
SCIENCE CLOUD _

Open Consultation for the ED
I Strotenic Resenrch and

do

My - SCIENCE CLOUD about Governance Services & Resources Policy EOSCin practice Media For Providd
1ape the future of EOSC!
perer
Analytics (4) Showing 1- 50 of 50 resules Items per page: All
Application (5}
Compute (5)
. AMNESIA 0(0) Ii
Consulting (z) 1l
Cls=e "Anonymize your datasets” [y
- AMNESIA allows end users to anonymize sensitive data in order to share them with a
Networking (8) broad audience. The service allows the user to guide the anonymization process and OPENAIRE
Operations (12) SR
1 ADD TO COMPARE 129
Other (75) © ] ©
Security (12)
Software (21)
Storage (3) French Tuna Atlas Spatial Dota Catolog 0(0) Gk
. EBLUEERIDGE

Training (15) “Catalog application to manage spatially referenced resources”

Connect spatial information communities and their data using a modern architecture,

which is at the same time powerful and low cost, based on International and Open

View more_.

Q0 [] ADD TO COMPARE @0

Researcher
Contribute nlousses&
consumes data through
disapine speciic servies

Citizen
Consumes, processes or provides
data through mainly general-public
oriented services
EOSC Enabler
Consumes EOSC services &
designs and coordinates
dsGpline speaiic services

1 Policy Maker

\ Consumes, processes &
Dabta ts:i:nt{;t{ g “
ata Analys S
Consumes data and EOSC ™S % B
O kg seres EOSC- :

provides data through
discipline-specific services
Core i e— @
\ b R y Data Curator
,‘ = Manages and oversees data
: ; (preservation and compliance
x with obligations)

Research
Software Engineer
imes and contributes: wlth

Consu
EOSC-Core & EOSC-Exchange services ®

Data Steward/

Data Librarian

Prepares and handles FAIR data
and maintains data and metadata

Data RI Support
Professional

Contributes with EOSC RI
resources and EOSC-Core services.

Eduator/Trllner
Trains EOSC actors on policies,
procedures and services
ICT-Specific ! Library & Information Scnence Discipline Specific .
Understanding Data Conducting geseurch General Public

Developing Software

Circle diagram from Ignacio Blanquer’s ISGC 2022 keynote, Digital Skills for FAIR and open science: doi.org/10.2777/59065; EOSC Portal (https://www.eosc-portal.eu/) by EOSChub
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The EOSC ecosystem — core and an ‘exchange’

Community A

=

Cluster B

i

Thematic portal Thematic portal

Regional D

vl
Thematic research Thematic research Thematic research Regional research
products. products products products
Horizontal services from wider community
Expanded horizontal services from clusters

07 horizontal services
e-Infra horizontal services

=l

EOSC Exchange

Horizontal
execution layer

Training and education

Rules of Participation Security Coordination PID Policy
Onboarding Knowledge base

Engagement and promotion

EOSC Support Activities

coordination
EOSC Interoperability Framework

Business collaboration & the Digital Innovation Hub

EOSC Core

NN
<Eg$t: Future

and many more systems
and ‘data spaces’ besides
EOSC: e.g. Copernicus EO
data, GAIA-X, sectoral
spaces, ...

SEHE

% m ) e

+ Deiven by stakeholders + Sectoral data governance (contracts,
i degreeof e Tights, usage rights)

openness + Technicaltools for data pooling and sharing, e

Al Testing and
High-Performance. - o am

Facilties.

EOSC: https://eoscfuture.eu/wp-content/uploads/2022/04/EOSC-Core.pdf; data spaces image: https://digital-strategy.ec.europa.eu/en/library/building-data-economy-brochure

o2
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‘Services await us’ in global research & e-infrastructures

both in thematic and in
horizontal e-Infrastructures

ELIXIR Rl and Life Sciences AAI (left),
ESCAPE Data Lake by Ricardo Di Maria (CERN)
CS3MESH4EQOSC — Science Mesh and Services
https://cs3mesh4eosc.eu/science-mesh

% Maastricht University | DACS

Given our strategy strives for an attractive research climate

“Met hoogwaardige onderzoeksfaciliteiten stellen we hen
in staat om excellent onderzoek te doen” — which includes ICT!

dggWorkflowHub  Qewowse - # Create -
LIFE - : >
SGIENCE How does the Science Mesh work?
‘:ngzljl:xs Login with BaERNBoRarsstastdbdertohe ...and access data hosted on ...thanks to the Science Mesh Data
@ 350 Workows visio 10 you, o4t of & total of 371 nodeshepdlreadyeback data different nodes... Services
hosted on Sciebo created by
another user...
reot Science
; Q ‘m\ﬁ O fer
‘ = . ) — semert @ta Science Environments
Protein Conformati S,
‘ ) ) « JupyterLab
Workflow included in th o83 CEanBox « QuantStack Voila
Study: G Logmwmcaope
CodlMD
Building on PDBe-KB to cha TN = . ailleron,, J _ =
native proteins
how to leverage all thls effectlvely and achieve what we want?

——— OnOffice——————————————————————




Distributed collaborative ICT instrumentation,
a more technical example

Credential translation in the AARC BPA
... building RCauth.eu

Leveraging federation and collaboration
for ubiquitous research credentials comany | comemorocs

SERVICES

ITranslation '

| Service '
s i

B:m Maastricht University | Department of Advanced Computing Sciences



Bridges and Token Translation Services
TCS - for users that manage to grasp the idea

<

You have been authorized to enroll for a digital certificate. Please validate that your name and email
User's A= addresses are corect.
Federation ... Identity — Devid oroep
Attributes /
Organization Mappin T
~ g p p g SURFconext - Profile Overview
S T T
User’s T
" authentication l Prafile | My A Exit _
Identity T~ Organization Attribut My Profile’] Wy Apps | Ex Gertific
Attributes ~ SURFeonext Apps @ GEANT Personal | certificate
semmmmmmmEmes . ~ NikheF nikheF.nl i O GEANT IGTF-MICS Personal
e . You have given permission to share profile informa O GEANT IGTF-MICS-Robot Personal
certificate "‘-__ AR fmrkibiaak ANAAI T A€l ServicalA .
: 5 inate Key
; cA mquest < ". * CERTcentral | Digicert ® Generate RSA.
H h :
*, rtificate————— , The following atiributes are released to this Service Pri © Generate ECC
- - O upload csR No file chosen
.. secure, authenticated session ____.---""
_________________________________________ - Surname Groep
E-mailaddress davidg@nikhef.nl
L23T 2oz Sessasncnes
] 0 ] d d b . Entitlement * urnmace terena.ongtes
TCS is a SAML Service Provider (today by Sectigo)
Insiuton user © sareg@nnet
. 1 1 1 1 ©rganization nikhef.ni
to eduGAIN: where eligible authenticated users obtain
Display Name  David Grosp

client certificates for access to many research services
A globally recognized identity for all employees & students (they are automatically eligible!).

GEANT Trusted Certificate Service - https://ca.dutchgrid.nl/tcs/,
https://cert-manager.com/customer/surfnet/idp/clientgeant, https://www.geant.org/Services/Trust_identity_and_security/Pages/TCS.aspx

o2
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Seamless in-line token translation services from ‘SAML’ to PKIX

ol0 D O
Community Science Portal A (e o : \ IGTF accredited
—— PKIX Authorit
Info Browse | Proxyinfo | Userinfo | Logged in as davidg@nikhef.nl C@ y
gsiftp: / /prometheus.desy.de: / Oniine
i W AT : N et
N Delegation
‘ A esl ( > EO
Infrastructure Master 1
Portal Credential
Store
\ \ ceulh q.au The whit o Labed Armrle send Callabos vtan Autiomat s atbass {4 Swvwae b Faeige

User Home Org l\ REFEDS R&S
or Infrastructure IdP II l Sirtfi Trust

see also https://rcdemo.nikhef.nl/ \ Policy Filtering WAYE to eduGAIN
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Our Registration Authorities: the Federated IdPs

Distributed RAs: the eligible IdPs ’ < Xhp s F
- connected through a federation, primarily: the : ’é

3 o

ensemble of 1dPs in eduGAIN that > m\rtﬂs:_ .

meet the policy requirements of this CA v A " .y
e =

- since authN and authZ are split, need is for y v 7
v @
r &

non-reassigned identifier and point-in-time incident response
eligible applicants are then all affiliated to an RA

Three eligibility models
1. Direct relationship CA-IdP, with agreement declaration

2. Rest of eduGAIN: — “Sirtfi” security incident response and OpSec capabilities plus
— REFEDS “R&S section 6” non-reassigned identifiers & name (‘personalized’)
are required, and tested via statement in ‘meta-data’ and by releasing the proper attributes

3. within the Netherlands, SURFconext Annex IX* already ensures compliance for all IdPs

“IdPs within eduGAIN are deemed to have entered materially into an agreement with the CA”
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The ‘back side’

Session'
store

Delegation

Parsed ID Token:

stdClass Object

[typ] => JuT
[kid] => E@1796EA@367564935B0981731B9B116
[alg] => RS256

)
stdClass Object

[sub] => P7@@816@9%@unimaas.nl

Server
I

MyProxy — ICA ==

backend

of a typical RCauth portal data flow

The white-label Research and Collaboration B Enaish
RCauth < Authentication CA Service for Europe
eduGAIN | Research and e-Infrastructures | Austria | Belgum | Czech | Denmark | France
Germany = Greece  Ireland  Italy  Lithuania  The Netherlands  Portugal  Romamia  Spain
Sweden | Switzerand | UK | Australa | Brazl | Canada | InCommon | India | Japan
Korean Access Federation | New Zealand | Oman | Pakistan | South Africa | Snlanks | Other countries

Academisch Ziekenhuis Maastricht.

American Museum of Natural History - Richard Gilder Graduate Schacl

Fundacon BCMaterials - Basque Center for Materials, Apphcationsand Nanostructures
International Fusion Materials Inadiation Faciity DEMO Oriented Neutron Source
Maastricht School of Management

Maastricht University

Max Pianck Insttute for Psycholinguistics

[idp] => http://login.maastrichtuniversity.nl/adfs/services/trust
[eduPersonTargetedID] =»> http://login.maastrichtuniversity.nl/adfs|
[idp_display_name] => Maastricht University

[cert_subject_dn] => CN=Groep\, David (DACS) KWwWAnhI4psmiGTw 1,0=|
[name] => Groep, David (DACS)

[eduPersonPrincipalName] => P70081609@unimaas.nl

[given_name] => David

[family _name] => Groep

[email] => david.groep@maastrichtuniversity.nl

[iss] => https://aai.egi.eu/mp-oa2-server

Proxy information:

subject : /DC=eu/DC=rcauth/DC=rcauth-clients/O=maastrichtuniversity.nl/CN=Groep, David (DACS) KWwWAnhIdpsmiGTw 1/CN=208768481/CN=466908503
issuer : /DC=eu/DC=rcauth/DC=rcauth-clients/O=maastrichtuniversity.nl/CN=Groep, David (DACS) KWwWAnhIdpsmiGTw 1/CN=208768481

identity : /DC=eu/DC=rcauth/DC=rcauth-clients/O=maastrichtuniversity.nl/CN=Groep, David (DACS) KWwWAnhI4dpsmiGTw 1/CN=208768481

type : RFC compliant proxy

strength : 2048 bits

path s Jtmp/x509up wilATKFE

o2
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With a single, yet fully compliant, ‘Heath Robinson’ CA

== r 30 A

P

< Maastricht University July 2023 ICT as the research instrument for our collaborative world 79



The locally-highly-available RCauth at Nikhef Amsterdam

 Most ‘fault-prone’ components are
- Intel NUC (single power supply)
- HSM (can lock itself down, and the USB connection is prone to oxidation)
- DS front-end servers (physical hardware, albeit with redundant disks and powersupplies)

Master Portal
(User Agents and
Credential Stores) oIbc
trusted client OpeniD “
+ CSR AuthZ Server b’DQ
) <
bé | OpenssL
CA Issuance Server Kz ARCSEL
AremF on-line front system :
Ellmlnated (Delegation Service) ‘ :'“*
SPOFs first L \ on ey
MyProxy service port
] { ’ v ~ CA Issuance Server
using ‘local HA — online front system , o
(implicit) WAYF | — (Delegation Service) B 3 OperssL
XCP-NG WM
SEEUEE:':EES CA signing system

o2
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Maastricht University

I Delegation

|
Server

h
A

[ 1 | .
kL —— =
— 1
|| a l—H
MyProxy backend
|
-

July 2023

... to a 3-fold, continuously-consistent, European setup

ICT as the research instrument for our collaborative world

® Gothenburg B
«Aberdeen -
«Halmstad atvia
Denmark
= Glasgow. Kobenhavn
* Esbjer Copenhagen 3 L
g Lithuania
linitad Kinndam «Kiel *Gdarisk
o Suwalki
eHamburg eszczecin Belard
*Assen *Bydgoszcz * Bialystok
 Rarlin A
Em— Bpact
« Cork Thelh . i Brest
“arstol iIkhe
*Kielce
« Plymotith Belgiuin
hi *Krakow Jesis
sluembourg  wpgun. CZEChIa Lviv
*Caen .
o Paris .
el « Strasbourg Kosice . Yeprisy
*Rennes . tBratislava Chernivtsi
Austria
- Hungar *Orad .
France Switzerland gary Choee
= Udine Combop  Romania
. *Zagreb e .
Lyon o Milgho agrel ot Focsan
*Bordeaux , Bucurest
i i yEvan Buchares
e Toulousa I Bosnia and Herzegovina | *ygi,
A Corufia «Bilbao
* Niksi¢ Bulgaria
ki vigo Italy
« Valladolid Tirané
8 e Barcelona i
Porto. % o Napoli Tirana . Oecoakovikn .
Naples Thessaloniki
Spain
Portugal P *Valéncia *Bal
GRNET (ATH) K
+Alacant / Alicante A6rva, @ Izmir
*Beja *Cérdoba o]
Athens
« Almeria .::ge’ eskikda 9 *Ragusa
h iers
Gibraltar 7 o e Valletta :
il oTebessa Hpaxeo
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Since we do not like SPOFs ...

Distributed High Availability setup

e across the 3 sites
e design for minimal effort

* readily-available techniques
- L3 VPN (OpenVPN) or L2 VPC
- Linux HAProxy

pratected low-latency L2 VPC

+  hbalancing forwarding domain

+  connected both OIDC DS
frontends as well as DS/WAYF
inter-site database sync

L3P A51104

BGP failover or IP anycast (or multiple DNS RRs)

& &8 &

/13 1P AS5408

L3 IPAS?SG\ -
S
/
VPCmesh X
/ ™ / AN
Ve R A =N\

B —

D

Deterministic weighted L2 load balaning ebtables
across currently enabled and available instances

S2

I —

httpis)
osoine STFC

ICA front interface
(delegation service)

ssh inbound

push issged certs HSM pin entry

MyProxy ICA interface @

s HSM
. A

work supported by the EOSC Hub and EOSC Future Horizon Europe projects

% Maastricht University | DACS

July 2023

= a N Nikhef| |- Q ;;g;;;g GRNET e Q N
IcA ot ntertace | Filtering : )
Filtering | (delee "““‘“e" WAYF (';"If“’:_“"‘e”@: | Filtering
WAYF ~ \ Eegﬁ” seviest ) WAYF
. i ssh inbound = i
' yProny ICA interfoee push issved certs HSM pin entry
@ p  nsm ' . eduGAIN MyProxy ICA interface
R R entity MD Q
OpenSSL_" | )
eduGAIN — e WM | aguGAIN
entity MD Sty —— | entity MD
N i I z
@ b
|® @ FIMS IdPs|
Q 4
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A transparent multi-site setup is needed for the user

User

e connects to HA proxy at {wayf,pilot-ica-gl}.rcauth.eu
* HA proxy sends users to “closest” working service

e primarily forward to its own DS when available

= 0
o
>C
5 5
o 2
a 3
> c

Straightforward proven solution is IP anycast
If a HA loses its
backend DS, can still
route to another DS
over VPC/VPN backend

wherever the user is, the service is at
e 2a07:8504:01a0::1
« or for legacy IP users at 145.116.216.1

o2
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Anycast: when the same place exists many times

So we used

. 3 (for now: 2) sites

. one VM at each site
exposing 2a07:8504:01a0::1

*  smallest v6 subnet (/48)

. bird + a service probe

. each site’s own ASN

e some IRR DB editing

. IPv4 is similar, with a /24

and some monitoring

routing image: SIDNIabs - https://www.sidnlabs.nl/en/news-and-blogs/the-bgp-tuner-intuitive-management-applied-to-dns-anycast-infrastructure
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Getting 2a07:8504:1a0::/48 out there

Last 6 hours

Tier 1 I1SPs

AS1239

T AS12956

AS1104

AS1103

AS3257

AS6453

ASE461

AS1299

AS6762 AS174

AS2603
Asz401 ||[=®] As3356

» AS3209
AS6830 AS2914

Last 6 hours

- | AS6453

AS3209
AS5408 AS21320 __fﬂerﬂsps
» ASE830
ol AS1299
»  AS12956
» AS3491
AS3257 |_—™ AS3356
AS2914
AS1104 »  AS1103 »| ASE461
ASBT62
»| AS1239

y

AS5511

route maps: bgp.tools for 2a07:8504:1a0::/48 — IPv4 for 145.116.216.0/24 is similar — imagery from November 2022

"
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And you get reasonable load balancing in Europe for free

[ b —
ATVIA, ° '%L
IR
ITHUANIA. : .'
I \ . © ° ®
BELARUS -~
o - — ‘ Lo : . :
" ZLECHIA L \J
Y L Tasd ukrafle {
RUSTR @ \
3 -r.“.%-cunsmy ® ‘9_ -
@@  ROMANIA ‘,‘
h) " *— et .
L
TURKMENIS]
S5 IRAN ,
y RIPE NCC
\ o RIPE Atlas 4
LV SE ALGERIA | \ ]_ Leaflet | Tiles © Esri — Esi, DeLorme, NAVTEQ

map: RIPE NCC RIPE Atlas - 500 probes, distributed across Europe (https://atlas.ripe.net/measurements/50949024/)
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Shortest path, also when mixing with the default-free zone

[root@kwark “1# traceroute -IA 145.116. 216. 1
traceroute to 145.116.216.1 (145.116.216.1), 30 hops max, 60 byte packets
1 cmbr. connected. by. freedominter. net =
(185. 93. 175. 234) [AS206238]
2 connected. by. freedom. nl
(185. 93. 175. 240) [AS206238]
3 et-0-0-0-1002. corel. fi001. nl. freedomnet. nl
(185.93. 175. 208) [AS206238]
as1104. frys—ix.net (185.1.203.66) [*]
parkwachter. nikhef. nl
(192.16. 186. 141) [AS1104]
6 gw-anyc-01. rcauth. eu #Rem
(145.116.216.1) [AS786/AS5408/AS1104]

(S lF 1

T 8¢ L
rcauth- eu HA prOXy NDPF NDPF Compute NDPF Compute] (&) freed m | @Q
2K e e _InC e, HC oM R
Route from home to RCauth.eu, from my home Freedom Internet ISP p”ifh Niklhef AS1104 \ o 200 012210001
b ) e athmﬂe
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So can we discern a common pattern?

Infrastructure is distributed, but that’s nothing truly ‘magic’
- and every collaborating organization, university, and national lab is part of it and can do it

Move complexity and volume requirements to the edge
- the edge scales horizontally and scaling from 2+ is much easier than from 1> 2

* Any central (network) components should be passive and as stateless as possible
- research (and computing education) infrastructure performance ought to just be ‘a given
- any stateful device in the data path will block performant data transfers and reliability
- although persistent storage obviously has to retain some state ©

7

* Scaling collaboration infrastructure, trust & identity, and federation of expertise
needed as much as we need scaling of our computing and networks
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Diverse use cases, commonhn vision

Supporting our mission on collaboration, Open Science,
and internationalization through scalable e-Infrastructures

ICT infrastructure landscape in the Netherlands

Using ICT as research instrumentation

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



Infrastructure for research is an ecosystem:
hardware, software, services, and ... people

L] 14

- SRRt SR WSVt SR SFseds  odunl  Nedorads
5 2 = o
V/ | - 5 - ITfacilities Education 8IT*  Research&IT¥  About SURF ™

” — Driving innovation tagether
| >
| (& r Ley, 23

G, \ LA
4

|

High-performance data processing

Do you want to proces:

store large volumes of data? Gur team of experts can
ing our high-throughput data processing systems and storage

solutions.

Questians? Contact infosurfsara.nl

For processing large,

Qj Sunday, Oct 6, 2019
Bytes: 463 383 065 878 740 200

2012 2014 2016 2018

Images: ATLAS Rucio volume, (from rucio.cern.ch); optical network: NDPF ‘deel’; User meeting Stoomboot Office Hours (both Nikhef)); Snellius opening visit; HPDC service page (both SURF)
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For example our HPC strategy: from local “T2” to European “T0”

el 1
A '_‘\ i

* * - e
R\ x e EuroHPC
Nikhef “Stoomboot” ** * i*

Analysis Facility

® pnace N EeonsC

How to exploit

these unique systems?
access, expertise, and ...
a long-term vision

A . - on how research scales up
see SURF National Infrastructure
Photos: Nikhef NDPF, ., SURF Data Repository, Snellius, SURF @ DigitalRealty
Steamship: Michael on Unsplash (https://unsplash.com/photos/944sDSMQ778), Tile: Nationaal Museum van Wereldculturen
U2
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EuroHPC targets large-scale compute (and some data)

L B o

J O europaeu/ B ¥  Q Searct &

‘| An official EU website How do you know? v

Dutch direct investments: 2M€ LUMI, 8M€ JV . e =
The European High Performance Computing Joint Undertaking (EuroHPC JU) =
+ access through ‘Europe’ and the JU g— p— .

Home » The Jules Verne Consortium Will Host the New EuroHPC Exascale Supercomputer in France

neuwsnl -«
. wiziy weave PRESS RELEASE | 20 June 2023 | European High-Performance Computing Joint Undertaking

¥ Landelk  NL12 +  spot  Enteta The Jules Verne Consortium Will Host the New EuroHPC Exascale

But: it’s not the ‘one single solution’ ... B ouporcomputar in France

The European High Performance Computing Joint Undertaking (EuroHPC JU) has selected
the Jules Verne consortium to host & operate in France the 2nd EuroHPC

super to exceed the of one billion billion calculations per
second.

supercomy

20 juni 2023 12:31

e.g. EuroHPC has overly many controls,
it being subject to more export controls
* harder to use for research
(like for DestinE portals) that need to
run services or use service accounts
* tension with open and citizen science

national agency for High Performance Computing, and operated at the TGCC computing centre
by the CEA [7 (as hosting site), the French Alterative Energies and Atomic Energy v

Door ANP

The EuroHPC JU has selected
the Jules Verne Consortium
to host and operate in France

the 2nd EuroHPC exascale supercomputer

Nederland wer
supercomputer
maakt minister
Wetenschap) t

Images: https://nieuws.nl/algemeen/20230620/nederland-investeert-in-europese-supercomputer/, https://eurohpc-ju.europa.eu/jules-verne-consortium-will-
host-new-eurohpc-exascale-supercomputer-france-2023-06-20_en. EuroHPC comments, see also Thomas Geenen, ECMWF & DestinE (at EGI2023)
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Collaborative services are distributed and federated

Collaborative services are
spread across the research community

Ni % ef  National Institute for Subatomic Physics

You have previously chosen to authenticate at Maastricht University Login at Maastricht University

Preferred Glebal Infrastructures IGTF Pan-Eurcpean AL AM AT AU AX AZ BD
BE BG BR BY CA CH CcL CN co cy cz DE DK [or4 EC EE

[Ij EXD‘OFE ES FI FO FR GE GI GL GR HK HR HU IE IL IN IR s Im

s Iogboo ks With federated Iogin pl KE KG KR LB u LK L L v MA MD MK MO MT MX

from LIGO (LVK COIIabOration) Explore SI SK s0 ™ TR UA uG UK us ZA ™M Experimental QOutsourcex d
for ET pathfinder and IGWN AL e

e Academy of Art in Szczecin
BBMRI-ERIC

e analysis notebooks and control softwarein v w o
open to the collaboration via eduGAIN
e our aforementioned RCauth.eu
H H P Jordy Degens / Plotting QJSPMITL\cense wo Fo Bo o
need mix of local expertise and resources,
national systems, research infra services, .0 o o ne o
and European (global) resources

lo dac Chartae - PEI

Yo ¥o 310 o

Kevin Heijhoff / tpx4_configs () Updated 6 d
pdated 6 days ago

R} wo ¥o 10 o

Updated 2 months ago

0 0 0 0
Uwe Kraemer / labEnvironmentLogger (]7 ad ¥ n o
Updated 2 weeks ago
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So: ICT Digital Competences for research

* need for a federated networked scheme for data, computing
(and expertise) remains as relevant today as it was in 2017

 LDCC role as “knooppunt in een gefedereerd netwerk voor
data, computing en expertise” has not received much
attention in terms of infrastructure

e expertise bundling and development of “Tier-2" facilities
in national landscape is institutional responsibility,
strengthening research support

—

:“"
Integrale aanpak voor digitalisering
in de wetenschap

Uitvoeringsplan investeringen
digitale onderzoeksinfrastructuur r;;)‘
I\L!‘,

e using national funding also means: be open to national collaboration, and
ensuring the facilities (expertise, but also datasets, computing, storage, networks)

are actually accessible in a FAIR and federated way,

open to researchers from outside — based on e.g. SRAM, eduid.nl, and MyAcademicID

o3
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Collaboration is more than just the tools or technology

The ‘Uitvoeringsplan’ (‘commissie Apers’, 2019) deliberately identified
digital competences to be broad and include not only data, but also software
and a federated expertise network at the ‘local’ digital competence centres (LDCCs):

*  “Knooppunt in een gefedereerd netwerk voor data, computing en expertise”

* “Belangrijk is dat de aangesloten lokale infrastructuren middels het gefedereerde
systeem geintegreerd moeten kunnen worden in de European Open Science Cloud
(EOSC), die in ontwikkeling is.”

This means we require expertise and alignment, also for governance and policy,
with the goals for federated Open Science which our nationally initiatives are funding

https://zoek.officielebekendmakingen.nl/kst-29338-189
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How to make ICT infrastructure into our ‘research instrument’ ?

All these use cases seem diverse, but still result in common infrastructure capabilities

* Interactive analysis, collaboration and ‘research service bursting’ platform
- DSRI is there now to fill this space —can evolve to the ‘interactive gateway’ for all users
 HTC/HPC computing facilities at reasonable ‘T2’ scale, based on application co-design
- solves short-turnaround needs at limited scale, is the place for growing expertise for
scale out to national (SURF) and international (EuroHPC, EGI, EOSC, ...) level
* High-throughput data storage and sharing services
- targeting data processing compute integration and effective fast access to FAIR data
* Open network for collaborative & data intensive sciences
- ‘ye shall not have stateful devices in thy data path’ — ScienceDMZ or better
- is essential prerequisite for open science, EOSC, and collaborative (& citizen science) services
e Tools for digital research collaboration beyond just UM
- sustainable research software, collaborative spaces with global partners,
SRAM, eduGAIN & EOSC federated access, ubiquitous access to external R&S services
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NiElfmef ... since some things are fun, but not quite that scalable ...

= O~V =

.
Liquid CO, cooling test bench,
24.33% overclocked

using CineBench R20

best sustained, i.e. without LN2...
In a Nikhef-AMD collaboration

FREQUENCY HARDWARE COOLING  HW

AMD Ryzen Threadrip| LN2 Opts

LN2 Opts

LN2 Opts
= keephBn 5000.4 AM N2 Opts

w Nikhef 600 AMD Ryzen Threadrip S5 Opts
v

A . : -
T Suerink; K de Roo: https://hwbot.org/submission/4539348unikhef_cinebench® _benchmate ryzen_threadripper_3970x_20022_pts




Discussion time ... !

David Groep

Nik|hef

for all content not explicitly otherwise attributed in the slides

(cc) All trademarks, logos and brand names are the property of their respective owners. All company, product and service names

used herein are for identification purposes only. Use of these names,trademarks and brands does not imply endorsement.

FEIN Elements of this work have been co-supported by projects that have .
! % | received fundingfrom the European Union’s Horizon research and Elements of this work have been co-supported
ey innovation programmes under Grant Agreement No. 856726 (GN4-3), 'by SURF, the co!laboratlve organisation for IT

.05 101017536 (EOSC Future), 730941 (AARC2), and 101100680 (GN5-1). in Dutch education and research.
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Federation and security

Collaborative security

Sirtfi

Testing resilience and Sirtfi v2
eduGAIN Security and CSIRT

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



Now what have we built?!

All I need
isone
account...

full of valuable resources
(data, network, services)

We have federation and single sign-on ...
... but can we share security information when needed?
... timely and confidentially, protecting everyone’s reputation?

left: eduGAIN interfederation extent in 2020; logos on the right from the European e-Infrastructures and ESFRIs; center graphic: AARC collaboration
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Sirtfi — Security Incident Response Trust sﬁ;?fn

framework for Federated Identity SR

A means by which to enable a coordinated response to a security incident in a federated context

that does not depend on a centralised authority or governance structure to assign roles and

responsibilities for doing so.

Defines a set of capabilities and roles associated with security incident response that an IdP

or SP organisation self-asserts. The Sirtfi trust framework posits that organisations asserting

conformance with these will coordinate their response to security incidents.

Derived from the first four elements of the SCI Framework:

e Operational Security: patch and vulnerability management; IDS and threat mitigation; service
ownership management; user suspension and termination; CSIRT capability

* Incident Response: CSIRT contact in meta-data; timely response; collaborate in IR; defined
processes; privacy respect; TLP information sharing

* Traceability: timestamped accurate logs are available; log retention process in place

* Participant Responsibilities: users agree to an AUP; awareness and acceptance of the AUP

https://refeds.org/SIRTFI
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A question of when, not if — hence we run security challenges

Communication: ———1
* Endpoints valid? —
* Form/Content OK ? —— %
Containment = =
* Ban "malicious” users —
~ * Find/Stop malicious processes —————
a!g:; ~*  Find submission IP —
. .. Forensics S —
.~ % Basic Forensics on binary e
& ¢4~ o Network traffic Nik|hef

Nikhef CSIRT Traceability Challenge

ntrogucton

Deze Traceabillty Chailenge bestaat ut drie ongeroeien, In (naar verwachiing) oplopencs
moslikneidsgraad. eders challenge begint met sen exieme Igger — 3an Het énd van dit document
533N 0e hints en 0e goede (of I 120er geval de ‘gewenste’) oplossing.

Vel plezier!
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>
. i Q.0
A federated community security challenge SIRTFI

Security Incident Response Trust
Framework for Federated Identity

Suport
Security Incident Response Trust Framework for incommon|

Federated Identity - ttt

Can we coordinate our collective R&E response?

‘challenges’ based on the Sirtfi contact model

PO

/" Nikhef

= p |
\_ RCAuth J l\\_ﬁ"rNFN Gser )
\‘\‘V'/, e W‘l/// =
One Service Provider discovers a compromised user and alerts the ;
. . . Sate . . e S i /
Identity Provider of this user. Additional affected services are identified | s el y
and““; ,\hould be able to see activity by the IdentltY \n their Iogs.
T N —
4 //,NFN |dp>‘l I / ucowikig L L L Nikhef L
N CERN n CERN HEO RCAuth INEN
Market )

/

parties involved in response challenge

Report-outs see https://wiki.geant.org/display/AARC/Sirtfi+Communications+Challenges%2C+AARC2-TNA3.1
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Sharing threat intel — working with our
community

MITRE | ATT&CK'

SINT - CVE-2015-2545: overview of current threats

fEvent ID £

Related Even*-

Research Lab 4 oy i
:Jonmmmn .
e e | Threat Sharing
e T
o o = . B
RS —— .
A~ Research Lab 1 o= == e
Correlation
R engine
T Enrichment,
sysiog, ; EE o |
netflows storage H - e :
10C = Indicator of compromise —, H Fasential g
2 § Logstash pipelines Elastalert :‘Ef
: : e :
4 1 H
f AARC I-051 Guide to federated incident response Kibana
alatiiS - el - = WLCG SOC WG
https://aarc-community.org/guidelines/aarc-i051/
GDB December 2013 Research SOC (US)
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many ‘false warnings’ when industry-

Nikhef SOC — NDPF traffic ana]ysis standard (e.g. Suricata) rules are used.

You need R&E specific ones!

@ Explore 2 Elasticsearch (Suricata/Fast)

+ O 5

(o]
oo

(G]
e
@
v

| <
ol ||I|.|.||I| SRR ||| I
0 07:57:30 07:59:00 07:35:30

07:58:00 07:58:30

(W0 I P T ||.||.|
07:55:30 3 07:57:

07:56:00 07:56:30 D

[1:2000418:16] ET POLICY Executable and linking format (EL
F) file download [Classification:\Potential CorporAte Priv
acy Violation] [Priority: 1] {TCP}141.85.240.238/{1095 ->

194.171.102.47:33084

NikhefSOC/NDPF ELK setup: Jouke Roorda
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The eduGAIN Security Handbook

Spaces ¥ Blogs

A/ eduGAIN
>

B Pages
%9 Blog

PAGE TREE

v

Identity Federations and eduGAIN

Documents and Governance

v

~

Meetings

Guides and Instructions

v

Tools and Services

v

~

Miscellaneous

Terminology

* FAQ

<

eduGAIN Security
> Communication Challenges
* eduGAIN Security Team monitol

* Security Incident Response Har

The eduGAIN Support Team

Pages / eduGAIN Home

eduGAIN Securit

The eduGAIN Security Team main duty is to provide a central coordination point at the inter-federation
Moreover, the team will share information on security threats relevant for the eduGAIN community.

While each Federation Operator and Federation Participant provides security support within their respes
remains everybody's responsibility, which means no entity is effectively accountable to do the necessary|
attacks targeting global services, inter-federation must be at the core of incident response strategy.

The eduGAIN Security Team supports this collective responsibility in inter-federation incident response

The eduGAIN Security Team is a central contact and support point for security incidents, and coordinate
security incidents that affect Federation Operators and Federation Participants. This includes notifying F
or any other relevant entity about attacks potentially affecting them.

The collective expertise and experience accumulated by the eduGAIN community as it defends against g
Team ensures that lessons learned, statistics, and other useful information are disseminated appropriate
united community.

eduGAIN Security Incident Response Handbook

eduGAIN Security Incident Response
Handbook

-

Preface

Chapter 1. Understanding Your Role and Responsibilities
Introduction
Roles
Scope
Responsibilities
Federation Participants
Federation Operators
eduGAIN Security Team

Chapter 2. Security Incident Response Procedures
Federation Participants
Federation Operators
eduGAIN Security Team

~ @ U < E e N S L B )

Preface

As with products of any REFEDS Working Group, in this instance the SIRTFI Working Group,

The eduGAIN Security Team in collaboration with the REFEDS Sirtfi WG developed an eduGAIN Security Incident Response (SIR) Handbook, which after
REFEDS consultation (see https://wiki.refeds.org/x/-oCNAw) is now promoted across eduGAIN community for adoption.

The eduGAIN SIR handbook defines the process for resolving security incidents affecting eduGAIN participants involving all key stakeholders. In
particular, it is essential to involve the federation in security operations or possible intrusions affecting eduGAIN entities.

https://edugain.org/edugain-security/references/ eduGAIN Security activities supported by the GN4-3 and GN5-1 Trust and Identity activities
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Nulla folia post hoc sunt

Thanks for watching!

“En daarmee, geachte luisteraars, laat ik u over aan
de verpozing die uw mailbox u pleegt te bieden.”

<
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