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A ‘big science’ facility: the Large Hadron Collider at CERN
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Images: ATLAS detector in the cavern at CERN. Source: CERN
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‘Big Science’ needs some computing ...
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CERN Computing Centre B513, image: CERN, https://cds.cern.ch/record/2127440; tape library image CC-IN2P3 with LHC and LSST data; cabinets: Nikhef H234b
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Larger scales for both facilities and computing

Small settlements coalesce

into larger cities
Sources: CERN https://wlcg.web.cern.ch/; aBonvinlab https://wenmr.science.uu.nl/; Virgo, Pisa, IT; SKAO: the SKA-Low observatory,
Australia https://www.skatelescope.org/ - OpenMOLE simulation on EGI - https://cdn.egi.eu/app/uploads/2022/04/EG|_Use_Cases.pdf
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Processing at scale for data intensive science
LHC run 2 data

& Lorar
300 PB ‘raw’

UERS @ Library of Congress @
5PB )

US Census
4pp ® cotisiis

II’Nasdaq ® 3PB

LHC Run 3
from 2022
~600 PB

SKA
Phase 2

>2028 fggzgham
~1EB ¥y ~600PB

Data from various sources, for

public entities: data ca. 2018,

indicative, within ~ factor 2

LHC volumes: LCG Resource Scrutiny Group & CERN; 2020
SKA and LOFAR volumes: ASTRON/Michiel van Haarlem, 2020
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Computing on lots of data — 40Mevents/sec
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~ 10 seconds to compute
a single event at ATLAS
for ‘jets’ containing ~30
collisions
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Display of a proton-proton collision event recorded by ATLAS on 3 June 2015, with the first LHC stable beams at a collision energy of 13 TeV;
Event processing time: v19.0.1.1 as per Jovan Mitrevski and 2015 J. Phys.: Conf. Ser. 664 072034 (CHEP2015)
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Detector to doctor workflow

h4° mllhon collisions / second

hard mteract Procort

proton

spectator quarks

PATLAS

d

- Trigger system selects

Classify particles in ‘] k 600 Hz ~ 1 GB/s data

collision and their
physics properties:
- electrons

- muons

- jets consisting of R s
. hadrons i © )

Physics analysis by
(PhD) students, in
papers & analysis notes

PaTLAS

diagram adapted from Frank Linde; images: ATLAS collaboration, Nikhef. ... and sorry for the GDPR-blur
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Processing ... at different scales

algorithms and
systems design

 designing for accelerators and
high-performance processors

* rethinking design patterns
for work & data orchestration

e

algorithms and systems

% Maastricht University | DACS

collective compute,
storage, and networks

building ‘research IT facilities’

peering and global networks
stressing the network

research ‘cloudy’ services

systems and interactions

March 2023

accessing services
collaboratively & securely

trust and identity services

securing the infrastructure
of an open science cloud
managing complexity of
collaboration mechanisms

interactions and people
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More than one system

‘HTC’ — high throughput computing
sharing workflows across multiple sites
and multiple solutions

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



Physical farms: selecting the ‘worker nodes’

For HTC applications
— like WLCG, SKA, WeNMR — typically

* balanced features for node throughput
(CPU, storage, memory bandwidth, network)

* single-socket multicore systems are fine,
typical: 64-128 cores per system
 network: 2x25Gbps

(+ ‘out of band’ management like IPMI)
* memory: 8 GiB/core
* local disk: 4TB NVME PCle Gen4 x4
+ space (physical + power) to add GPU

Image: Cluster ‘Lotenfeest’ at the Nikhef NDPF, acquired March 2020. Lenovo SR655 with AMD EPYC 7702P 64-Core single-socket
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Using clusters of nodes in a scalable way

Batch queuing and distributing jobs

scheduling over a known set of nodes
(SLURM, Torque, ...)

Or matchmaking based on ‘ClassAds’

both jobs and machines advertise their
requirements and capabilities in
‘classified advertisements’
Matchmaking done by the negotiator
execution nodes mostly autonomous

helps for scalability and resilience, but

handling fair-share based allocation and
accounting is much more difficult (no
central component to do that ...)

{ Submit-Only

HTCondsr

Process Spawned ( Central Manager N { EXECU‘l‘E-OrﬂY \

—= = ClassAd
Communic ation

( Exeeute-Only

@

{ Regular Node

Regular Node

HTCondor, Miron Livny et al, UWMadison; https://research.cs.wisc.edu/htcondor/CondorWeek2008/condor_presentations/desmet_admin_tutorial/

"
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NDPF ‘WLCG and Dutch National Infra’ cluster

Running jobs: period: March 2021 .. October 2022
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drainage event on Sept 27 are nodes belng moved to the LIGO-VIRGO specific cluster; Source: NDPF Statistics overview, https://www.nikhef.nl/pdp/doc/stats/
‘other’ waiting jobs are almost all for the Auger experiment - GRISview images: Jeff Templon for NDPF and STBC
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There is NO CLOUD, just other people’s computers

Image source: Free Software Foundation Europe - https://fsfe.org/
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: the worldwide LH

Earth background: Google Earth; Data and compute animation: STFC RAL for WLCG and EGl.eu; Data: https://home.cern/science/computing/grid

~ 1.4 million cpu cores
~ 1500 Petabyte
disk + archival

170+ institutes
40+ countries
13 ‘Tier-1 sites’
NL-T1:
SURF & Nikhef

e-Infrastructures
EGI

PRACE-RI

EuroHPC
OpenScienceGrid
XSEDE (ACCESS)

For the LHC Computing Grid: wlcg.web.cern.ch, for EGl: www.egi.eu; ACCESS (XSEDE): https://access-ci.org/, for the NL-T1 and FuSE: fuse-infra.nl, https://www.surf.nl/en/research-it
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Global distribution of computing and data placement

WLCG.ard EGI| Advanced.Computingfot.Research



shared multi-community
infrastructure

Research workload
Workflow submission
to a community or
e-Infrastructure service

Workload

global community and e- management

Infrastructure realm VO List

resource centre realm AMyVOEs) B

Site #1

Last validation date

2020101 141925

1 Discipline(s) Registry System
H ComPUte Resources C-  Support Activities * VOMS
Storage sgrwces (HTC batch, Paas$, laaS, ...) Compute Resources (e.g. HPC) .
(DPM, dCache, GridFTP, DOMA) with co-located data service with co-located data service
H

Showing 1 10 10 of 264 entries

Right-hand graphic: EGI operations portal, https://operations-portal.egi.eu/vo/
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Brokered access

spanning heterogeneous resources

Adding a
scheduling layer on top

QODIRAC
>

DIRAC Jobs

still available

from Web
everywhere, Server
as backup

since all sites are
autonomous, and
global standards failed

‘any (IT) problem can be
solved by adding

one layer of indirection’

DIRAC is just one example

-~ AR
ey

Y

—

"~ o Y ~ Y )
WLCG DIRAC CEs HLT Farm VAC BOINC CLOUD
setup setup setup setup setup setup
interware interware interware interware interware interware

Get job Get job Get job Get job Get job Get job
to run to run to run to run to run to run
setup setup setup setup setup setup
SW SwW SW sSwW SW sSwW
& y & y & i \’ & = oy
A v Y

application software and (AppTainer, docker) container.images

@

Image: DIRAC project, A. Tsaregorodtsev et al. CPPM Marseille, from https://dirac.readthedocs.io/ ; CVMFS (CERN VM File System) is a common software
distribution platform using distributed signed data objects in a cached hierarchy using CDN techniques, see https://cernvm.cern.ch/fs/

March 2023
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ngh throughput computing is also about data

B8 FTS Transfers (30 Days) ¢ @ » Oulast3odays ue &

Group By  dst_federation ~ VO  atlas + lhcb ~ Source Country Al - Dest Country Al = Source Site  All - DestSite  All - FTSServer  All ~ Bin  auto~ Filters 4
Volume Transfered / Number of Transfers
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8/30 on 9/25 927
— ATLAS Federation — ATLAS Federation DESY — ATLAS Federation FR/W — ATLAS Federation, HH/Goe = ATLAS Federation, Munich == CA-TRIUMF = CH-CERN == CHIPP = CMS Federation DESY RWTH Aschen — CPPM, Marseille — Canada-East Federation =— CanadaWest Federation == DEKIT == DETierds == ES-PIC = FRCCINZP3 — FRTierds
FZU AS, Prague = GRID LAB, KAVALA Institute of Technology — GRIF Paris = Great Lakes ATLAS T2 == ICEPP, Tokyo = IHEP, Beiiing == IL-HEP Tier-2 Federation == INFN T2 Federation == ITINFN-CNAF == [T-Tierds == LAPP, Annecy = LBNL ALICE Berkeley CA wm LIP Tier-2 Federation == LPC, Clermont-Ferand == LPSC Grenoble = Latin America Federation
London Tier 2 == Midwest ATLAS T2 == NDGF m= NL-T1 wm NRG-KFT1 == NULL == NorthGrid mm Northeast ATLAS T2 = Polish Tier-2 Federation = Romanian Tier-2 Federation == Russian Data-Imensive GRID = ScotGrid m Slovak Tier2 Federation wm SouthGrid mm Southwest ATLAST2 — TW-ASGC  Taiwan Analysis Facility Federation  Turkish Tier-2 Federation
UKTI-RAL — USTI-BNL = US-Tier3s - University of Melboume - ZA-Tier3s == unknown = Transfers

source: https://monit-grafana.cern.ch/d/000000420/fts-transfers-30-day ; data: November 2020 ; CERN FTS instance WLCG: daily transfer volume ATLAS+LHCb
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Connecting together

application design and the network
separating network flows for high-throughput data processing
stressing the network ... beyond LHC data processing

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



This does not quite cut it for the LHC

THE ARPA NETWORK
DEC (989

Y poodes

Image source: Alex McKenzie and "Casting the Net", page 56. See https://personalpages.manchester.ac.uk/staff/m.dodge/cybergeography/atlas/arpanet2.gif ;
acoustocoupler: Wikimedia
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A quick look at internet routing ...

network paths
from various places
in Western Europe

towards an IP address
at CERN

% Maastricht University | DACS

¥ Traceroute measurement to linuxsoft.cern.ch (multihomed)

General | Information Probes Map TraceMON Resuits

@) RIPE NETWORK COORDINATION CENTRE

Data: RIPE NCC Atlas project, TraceMON IPmap, atlas.ripe.net, measurement 9249079
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Many paths to Rome ... i.e. to your server

From a home connected to the Freedom Internet ISP to spiegel.nikhef.nl

[root@kwark ~]# traceroute -6 -A -T gierput.nikhef.nl

craceroute to gierput.nikhef.nl (2a207:8500:120:2010::46), 30 hops max, 80 byte packets

1 22l10-3781-17bé6.connected.by.freedominter.net (2al0:378l:17b6:1:de35:6fff:fe6b:4558) [AS5206238] 0.810 ms 1.052 ms 1.330 ms
2210:3780::234 (2210:3780::234) [AS5206238] 7.460 ms 7.655 ms 7.705 ms

2a210:3780:1::21 (2210:3780:1::21) [AS206238] ©5.868 ms 9.054 ms 9.103 ms

et-0-0-1-1002.corel.fi00l.nl.frecdomnet.nl (2210:3780:1::2d) [AS5206238] 10.017 ms 95.934 ms 10.263 ms

as1104.frys-ix.net (2001:7f£3:10f::450:66) [*] 10.8%8 ms 11.744 ms 11.797 ms

gierput.nikhef.nl (2a07:8500:120:2010::46) [AS1104] 11.502 ms 7.800 ms 7.357 ms

[ T Y S PV ]

but from Interparts in Lisse, NH:

[root@muis ~]# traceroute -6 -4 -I gierput.mikhef.nl

Eraceroute to gierput.nikhef.nl (2a07:8500:120:2010::486), 30 hops max, 80 byte packets

1 2a03:e0c0:1002:6601::2 (2a03:=0c0:1002:6601::2) [AS5415%60] 1.380 ms 1.371 ms 1.369 ms
2a02:690:0:1::b (2a02:6%0:0:1::b) [A541%&0] 1.305 m=s 1.312 ms 1.312 ms
et—-6-1-0-0.asd00Z2a-inx-01.surf.net (2001:7f8:1::a2500:1103:2) [A51200] 1.957 ms 2.000 ms 2.052 ms
ac47.asd001lb—jnx-0l.surf.net (2001:610:e00:2::45c) [AS51103] 2.443 ms 2.505 ms 2.507 ms
irb-4.asd002a-jnx-06.surf.net (2001:610:f00:1120::121) [AS51103] 2.041 ms 2.138 ms 2.138 ms
nikhef-router.customer.surf.net (2001:610:f01:9124::126) [AS1103] 8.577 ms 7.957 ms 7.551 ms
gierput.nikhef.nl (2a07:8500:120:e010::46) [AS51104] T.922 ms 8§.093 ms 5.081 ms

=1 & o L kD

AS41960: Interparts; AS1200: AMS-IX route reflector; AS1103: SURFnet; AS1104: Nikhef; AS206238: Freedom Internet — on the FrysIX there is direct L2 peering
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Typical data traffic to and from the processing cluster

168 &
148 G
128 G

168 G

a8 G

68 G

bits per second

48 G

28 G

Jul Aug Sep Oct Hov Dec Jan Feb Mar Apr HMay Jun Jul Aug Sep
O Max Average bits in B Average bits in B Max Average bits out
B Afverage bits out

Source: Nikhef cricket graphs period June 2021 — October 2022 — aggregated (research) traffic to external peers from deelqfx — https://cricket.nikhef.nl/

% Maastricht University | DACS March 2023 Building RCauth - a proxy for our federated research infrastructure 35



latency AMS-GVA 17 ms

That viral cat video destroyed it all ... e o

2 ms of UDP traffic to GVA

* TCP protocol sensitive to packet loss P s it athasmata
- 3 lost packets is enough to trigger this . 4../
_ 35 i| I."I
« different congestion avoidance 5 3 | f
algorithms exists (~20 by now) -;: 28 |
g 2 ] F
. . ; 15 | '/ xxx
* |oss severely impacts links w/large 1 A
‘bandwidth-delay-product’ (BDP) 05 ;/ N —
¥ 2421 -
° 0 20 40 60 BID 100 120
* NL:~3 ms, US East: 150ms Time [sec}
’ Figure 10: HSTCP versus stock TCP recovery time

source: Catalin Meirosu et al. Native 10 Gigabit Ethernet experiments over long distances in FGCS, doi:10.1016/j.future.2004.10.003 — aka. ATL-D-TN-0001
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4

‘Elephant streams in a packet-switched internet

PET— n e

Can cat videos survive in an internet
dominated by big science data flows?

Most of the internet is ‘packet switched’:
each packet can go somewhere else ...

SO use waggons on a train, or ships,
that always go from A-to-B anyway?
A conveyer belt will do much better!

although you still need
a hole to dump itin ...

Image conveyor belt tunnel near Bluntisham, Cambridgeshire by Hugh Venables, CC-BY-SA-4.0 from https://www.geograph.org.uk/photo/4344525
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Where do internet packets go anyway?

N

Border Gateway Protocol (BGP)
used here is based on (weighted)
path vector traversal mechanism

| am Zayo, AS6461, and will

I am IP Max, AS51530, and
like to take Swiss things take you where you want
s ... if you pay us
| am CERN, AS513, and | want ¢ l amﬁliDEﬂleobal- ' I am KPN, AS286, and will
AS2141, and for a price bring your somewhere rear

to send this to Nikhef, AS110+4
¢ . v;ill take you anywhere

j 9:6'
| want to sent this to
| Sunrise CH, AS6730, and wll | am SURF@Amsterdam, AS1162,
F LA Sy, and can talk directly to AS1104! 194.171.96.128/25
is here at AS1104

e.g.194.171.96.130

bring you somewhere — | hope ...
am Nikhef, AS1104!

{; Just vome here!

g
| am SURFnet, AS1103, and

m can bring you to AS1104 quickly

I’'m GEANT, AS20965, and | can
get you to AS1104, but via AS1103
ad

Nik|hef

=

grey-dash lines for illustration only: may not correspond to actual peerings or transit agreements; red lines: the three existing LHCOPN and R&E fall-back routes;

39

yellow: public internet fall-back (least preferred option)
Building RCauth - a proxy for our federated research infrastructure
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Announcing routes: the Border Gateway Protocol

davidg@deelqgfx-re0> show route receive-protocol bgp 192.16.166.21 table LHCOPN

LHCOPN.inet.0: 316 destinations, 344 routes (316 active, 0 holddown, 0 hidden)

Prefix Nexthop MED Lclpref AS path
* 109.105.124.0/22 192.16.166.21 10 513 39590 1
* 117.103.96.0/20 397.316,166.21 10 513 24167 I
* 128.142.0.0/16 192.16.166.21 10 513 1
* 130.199.48.0/23 192.16.166.21 10 513 43 ?
*

130.199.185.0/24 192.16.166.21 10 513 43 ?
130.246.176.0/: 192.16.166.21 10 513 43475 T

davidgldeelqgfx-re0> show route advertising-protocol bgp 192.16.166.21 table LHCOPN

LHCOPN.inet.0: 316 destinations, 344 routes (316 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 192.16.186.160/30 Self T
* 194.171.96.128/25 Self T
* 194.171.98.112/29 Self T

IPv4 routes advertised from AS513/CERN (for all sites on LHCOPN) to AS1104/Nikhef (top), and the routes announced by AS1104/Nikhef to CERN, on 5 Nov 2022

o2
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LHCOPN - traffi
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LHCOPN Total Traffic (T1s -> CERN)

10410 1011 10111
12:00 00 12:00

1012
00:00

1012
12:00

1013 1013 10/14
o000 12:00 oo.00 -—

Outgoing DE-KIT
Outgoing KR-KISTI
Outgoing RU-T1
Outgoing FRIN2P3
Outgoing NDGF
Outgoing NL-T1
Outgoing TW-ASGC
Outgoing IT-INFN-CNAF
Outgoing UK-RAL
Outgoing CA-TRIUMF
Outgoing US-BNL
Outgoing US-FNAL

Outgoing ES-PIC

Inceming DE-KIT
Incoming KR-KISTI
Incoming RU-T1
Incoming FR-IN2P3
Incoming NDGF
Incoming NL-T1
Incoming TW-ASGC
Incoming ITFINFN-CNAF
Incoming UK-RAL
Incoming CA-TRIUMF
Inceming US-NBL
Incoming US-FNAL

Inceming ES-PIC

max
184 Gb
8.83Gb
20.8Gb
80.7Gb
41.0 Gb
9400Gb
9.62 Gb
98.9 Gb
229Gb
56.5 Gb
959 Gb
56.9 Gb

12.1Gb

max
145Gb
3.07 Gb
40.7 Gb
84.2 Gb
79.4Gb
96.9 Gb
130b
62.7 Gb
43.0Gb
52.86Gb
83.0Gb
61.0 Gb
11.06b

83.6Gb
170 Mb
6.09 Gb
20.56Gb
5.77Gb
6.97 Gb
1.77 Gb
12.3G6b
6.13 Gb
6.37 Gb
157 Gb
587 Gb
3.136b

avg
10.9 60

428 Mb
9.61Gb
6.33 Gb
798 Gb
5.43 Gb

762b
494 Gb
11.56b
578Gb
17.1 6b
8.18Gb

345Gb

CERN OpenMonlIT LHCOPN, period Oct 7 .. Oct 14 2022, from https://monit-grafana-open.cern.ch/d/HreVOyc7z/all-Ihcopn-traffic

"
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current
814Gb
1.36 Mb
6.14 Gb
2.06 Mb
24.3Gb
445 Mb
1.04 Gb
98.9 Gb
18.4 Mb
17.6 Gb
379Gb
112 Mb
0b

current

4.16 Gb
10.8Kb
3.60 Gb
34.1kb
16.0 Gb
10.3 Gb
697b
1.64 Gb
966 Mb
38.4Gb
1.8Gb
7990
[

total
169 Tb
342 Gb
123Tb
414Tb
11.6Tb
140Tb
3.56Tb
24.87Tb
1247Tb
12.8Tb
316Tb
118Tb
6.31Tb

total
22.0Tb
864 Gb
19.4Tb
128Tb
161 Tb
109 Tb
154 kb
9.95Th
2337Tb
116Tb
345Tb
16.5Tb
695Tb
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LHCone

1o CERM

10 GEANT
ILondon via Orients)

ASGC to GEANT Amsterdam, CERN

to GEANT
Landen

t0 GEANT Ganeva,
CERN

LHCONE Map Ver. 5.9, 2022-10-20 - WElohnston, ESnet, waj@es.net

LHCONE L3VPN: A global infrastructure for High Ener;

rre Auger Observatory, NOvA, XENON, JUNO,

Physics data analysis (LHC, Belle I

L fe
PNWG. JF ESnet pamevism
=0 ?_? USA EsnetEurope)
o '?
S s
! s
£ AL PR, S ORNL
774
i Vi
K é% F,
g
&
| oz
I ]
= 6T
| A et~
| g e
e
83 [
1
etz
\ =)
pacwave
e gl
3
o &,
%,
%,
H
EANNZ
{Auckland)

Gy U{CONE YA domaiagaregator
A provider network.

Cannecter network - provides,
. 3 L3 patih botween VAES

gty Mot curently omnected o

T a«mue point

= 1/10,20/30/0, and 100Gbs or N x 160G

s Underfined link information
Provider netwark PoP router
= AT et ek providr, ot use

(@=1) NREN/site router at exchange point
Communication links:

# Dotted outline indicates dstributed site

International infrastructure by provider collaboration
— SINET
— it HORDUnet
— GEANT KIAE, Russia
n SINET g, bl g S KEEONoL, Korea
= s et ae.
ICLARA, ¢!

Eonet tramsaanti, USA
HICT/NCCC/ SingAREN

Various links provided by CANARIE, ESnet,

Blue dash a W
Feration ss nokcurrtaly g LHEONE

GEANT, Internet2, NORDUnet, SURFnet, SINET, IL/NSF

ST A——— R

JANET i
R *»2,”:” T JuK g
Mon
i, ‘SouihGrid|
earign,
—
5
g i INR RRC-KITL/TZ
T e Mroisk)
DEN
= — 4 Germany .
)
y H Gt s Ty
‘ i s +F = frry
ol e & B =1 )
1 v & g
Starlight §if ) £
\icagal é N hory e E
RS Exemt biemet2, H ) H =t 5 .
S 3 A .
S S\ L stan,
. —— Y NN\ urope
- s F o h A pi—
: / | e —
i 7 5P P ostn A
= RCRN (o .
i Paris. §§
N J ; = = = i
(e 3
= (o) 0T 2
H B
kil Bucharest wEa
@ § i5
H ) ='5§
= i ATAR:
i H 3=
s\
Geneva
. CERN-TO
i e
. CERN-TY

asodedurs e
usm(eL J05Y

RENATER
France
P UL

[T
wimasm [ owo, ey
<A

e 1

FCCN .t crema,
Pt P suRaec:
Y

G
PAD LAC ALICE or LHCb sle = e g | M
CNAFTI LHC Tier 1ATLAS and CMS  Sites that are, 3 et i LHEDNE = Bata-t! N
standalone VRFs,
ER LHC Flar 213 ATLAS and S Vot map kot e e eidan COHE Mg 1 st [
KEK Belle I Tier 172 e il wsnacn |, CEMATACR, e el M, Roma1, { s}
Colored outline indicates LHC+Belle |1 site 4 P e shuldown the peering between their VLF and KIAE, a3 T i Lo _“
WG 1uno

LHCone (“LHC Open Network Environment”)

o2

«q Maastricht University

| DACS

March 2023

— visualization by Bill Johnston, ESnet version: October 2022 — updated with new AS1104 links
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Nikhef-Interconnects-schematic-2023-02.vsdx

Building RCauth - a proxy for our federated research infrastructure

43



For the HL-LHC and SKA, more is needed!

e Core network is now 400G-100G mixed
 Experiments with 800Gbps now ongoing
* |ocal (AMS) has been demonstrated

e next: 400 = 800G AMS-GVA @ Home BTG |BTG Services | INTUG | Innovatielab| Activiteten | Lobby & Opirie. | Publicaties

Minister Adriaansens opent
testomgeving voor volgende generatie
netwerktechnologieén

januari 3

De i { in is door minister Micky Adriaansens van Economische Zaken en Klimaat
op 30 januari geopend. De innovatierotonde is een testomgeving waar SURF en Nikhef gaan experimenteren met nieuwe
netwerktechnologieén. De omgeving beschikt over een internetsnelheid van 800 Gbit/s, wat meer dan 1000 keer sneller

dan de it van een in derland. De stelt
onderzoekers in staat onderzoek te doen naar de volgende generatie netwerktechnologieén

De behoefte vanuit het onderwijs en onderzoek naar bandbreedte op het internet groeit. Onderzoekers willen steeds meer
en grotere datasets snel en veilig over de landsgrenzen heen met elkaar delen. De bandbreedte van het netwerk speelt
hierin een cruciale rol. Om deze grote hoeveelheden data snel te kunnen , is de hting dat

hiervoor de standaard kan worden. De innovatieratonde maakt het mogelij om te experimenteren met nieuwe
netwerktechnologieén.

Web screenshot: btg.org,
Images Nokia 7750-SR1x in Nikhef AMS H234b: Tristan Suerink
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Scaling data access: ‘system-aware design’ at appllcatlon layer

Reading data ‘scattered’ in a file - simply using

POSIX-like 10 - when done over the network
severely exposes latency

and TCP slow-start makes that even worse

160 High Speed TCP and Reno TCP, two competing single streams; 240
| from SLAC to NIKHEF 3/27/'03. 11am
a0
AP H 1160
7z B0
3 B
% n HWE
3 Z
E 20 ! i ' — 120
© : % ,M.\ /"/\"MMM.W\ Ataping, A 1U[l
0 200 400 £00 Gilll 1000
[ —Reno ——High Speed —— RTT| Time (s)

file position (MBytes)

360

340

320

300

280

260

Image of TCP slow-start and packet loss impact (in Mpps): Antony Antony et al., Nikhef, for DataTAG, 2003(!)
Right: base graphic: Philippe Canal “Root I/O: the fast and the furious”, CHEP2010 Access pattern reflects Root versions < 5.28, before Ttree caching and ‘baskets’
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Exercising the network — sensor data and events
i 8L q P U

/¥ Interface: ae66, Enabled, Link is Up
¥ Encapsulation: ethernet, Speed: 1200000mbps
Traffic statistics: Current delta
Input bytes: 491308044270834 (522650585576 bps) [455708529457430]
Output bytes: 55684866 (49250 bps)
Input packets: 7676688082851 (1020790999 pps) i OPASTeYok572]
Output packets: 418932 (48 pps) 717 %
Error
Ing
Inp
Ing
Car

Interface Link Input packets (pps) Output packets (pps)'d

aed 48975582 47 902463 @
ael 0 ) 0 ()]

Out €66 0 @) [ @
et-0/0/0 93484231 @ 238363968625424 (593093300)),
et-0/0/1 ) ) ) S ) @

=tbir 400 Gbps and 593 Mpps — S

et-0/0/3 @

e40/D04 connected to CERN via SURF S

et-0/0/5 @
et-0/0/6 2

et-0/0/7 tsuerinkf@ideelqfx-re@> ping routing-instance LHCOPN 192.65.183.25 size 6088
azs = .25 (192.65.183.25): 6@8@ data bytes
192.65.183.25: icmp_seq=8 ttl=64 time=45.239 ms
192.65.183.25: icmp_seq=1 ttl=64 time=51.277 ms
192 A5.183.25: irmn sea=? t11=A4 timp=43.A77 m=

Image: ballenbak.nikhef.nl, Tristan Suerink

P
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Research data traffic looks like ... a DDoS to others ©

Betastingsdienst

NQ! Belastingdienst

L2

# Home = Menu

# Home

Home > Actueel > ICTeninformatievoorziening > De systemen testen dankzij een unieke samenwerking

Home » Aanslagen > Ikheb een DDoS aanslag ontvangen - wat nu?

Lees voor ..
il Ik heb een DDoS aanslag op mijn netwerk ontvangen -
De systemen testen dankzu een unieke samenwerklng e wat nu?
Dinsdag 14 maart 2023 | Het laatste nieuws het eerst op NU.nl Examer| .
. i U ontvangt een DDoS aanslag op uw netwerk, bijvoorbeeld omdat u vergeten bent werkende
Het begon in 2018. Een bijzondere Wat ge € gop ! 8
: tegenmaatregelen te nemen. Er staat dan een geschat aantal pakketten per seconde op uw
samenwerking tussen overheden, Vragen .
monitoring.
internetproviders- en exchanges, Terugn

academische instanties non-
pr{ Een goed begin

du
sir

werkentegennederland.nl
i

team red

De voorbereidingen van de avond beginnen ver voordat de oefening gepland staat.
Elke organisatie bepaalt welke systemen ze willen aanvallen en hoe de aanval

Forse ddos-aanvallen en nerdgrapjes tijdens N plal yitgevoerd wordt. Het ‘red team’ is verantwoordelijk voor de aanvallen, het ‘blue team’
nachtelijke oefening overheid Vapen| voor de verdediging. Eén van de partijen die avond is Nikhef. Tristan, IT architect bij

alitie] Nikhef, geeft aan dat zij dit belangeloos doen, gedreven door een maatschappelijke
Door Rutger Otto motivatie.

Lz feb 2023 om 05:02 © 202 reacties @ Nikhef is het Nationaal instituut voor subatomaire fysica in Nederland. Het beschikt
pdate: een maand geleden

over een gigantische bandbreedte, wat noodzakelijk is voor een dergelijke oefening

. Rood staat niet voor niets bovenaan!

waarbij zeer veel data wordt verstuurd. Zij zijn onderdeel van de aanvallende teams en

Image sources: belastingdienst.nl, rws.nl, nu.nl
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Border Router
Enterprise Border

‘ScienceDMZ’

WAN

Multi-pronged role

* network isolation PEENAR
* security zoning
* ‘latency hiding’
e caching

Science DMZ
Switch/Router

Per-service

security policy
control points
High performance Latency WAN Path
Data Transfer Node —
with high-speed storage ~ LowLatency LAN Path

Image and ‘ScienceDMZ’ promulgated by ESnet (see fasterdata.es.net)
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Although for a research organisation

ﬁ BYOD,
eduroam, an d
L] J@ self-managed
Enterprise services
. YOu want a science s

(web-| cms, &c)

managed desktops 3" @ Vﬁi
nterpri: nclave” | ﬁ ™
network o’
Enterprlse IT ssrvices /

(AD/LDAP, I<DC

with a ‘back-office enclave’ @ @

OT, controls, and
engineering

enclave

. 5 [PD, VPN 3

- §: \zl EQJ ) |
| ! %g ““ v o JE)OBM/IPMI/BMC
open-core’ research network model = L o s camvecomo
implements enclave structure and w — “ |
protects against overload by having i ;
no stateful components :

Compute clusters and
M‘ managed (PaaS) HPC resources

in the network path

Cloud customer
EVPN gateway
(MPLS, VXLAN)

o2
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Trust & Identity

Sdafe access for open data processing

More than one user, from

more than one organizational domain, in
more than one country!

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



WLCG: when we met a global trust scaling issue

170 sites
~60 countries & regions

~20000 users
just how many interactions ??

people photo: a small part of the CMS collaboration in 2017, Credit: CMS-PHO-PUBLIC-2017-004-3; site map: WLCG sites from Maarten Litmaath (CERN) 2021
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Scaling issues — credentials at each site does not work
NIE F _state of EDG andlthe HEP LHC computing in 2000

"

Maastricht University

| DACS

March 2023

Guest/ students form (ple u
“ Fermilab For Office Use Only
ID: Action: ID Exp:
1 Thisformis NEPMEd = B owom 4 Insurance: Medical: Safety:
d L Computer: Stkrm: Family:
CERN/User Registration NON 473 Sensitive: Verifier: Date:
CERN COMPUTER CENTRE - U
http://cemn.ch/it/documents/ComputerUsage/Comp Name:
‘ SWIETZER JOHN JAMES ‘
To be returned to the User Registration box at the ef Tast First NMiddle
completed by a user who requires a computer accou
Departmerlt, and is not yet registered in another gra University or Institution Name: Telephone:
‘ FLORIDA STATE UNIVERSITY 850-644-XXXX ‘
To be completed by the User :
Itis MANDATORY to provide the following infor
treated confidentially and only be used for ensurin, Experiment/Department: —
. . Exp. / Dept. Spokesperson Home Institution Contact Contact Telephone
Supply name as registered by the Users’ O Do WOMERSLEY/WEERTS | SHARON HAGOPIAN 850-644-4777
FAMILY NAME(S): ..o
FIRST NAME(S) © wevveveereeeereeeeeeeseeeeeee r
SEX [M] [F] BIRTHDATE: Day........Month ......... Year ....oooveennnn
HOME INSTITUTE/FIRM: ..o
I
T
: EECEE
- o (e “:: |
To be completed by the Group Administrator: i

Building RCauth - a proxy for our federated research infrastructure
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Access control in a single domain

e Dedicated to each service Without AAI

where you need access ke Y tud.Admin
Y Ve vail |
e Usually strongly linked to authorization: B Leaming |
at times even Univarsity B Y
different accounts for different roles ? Y " e
?Y e-Leaming

* |n a multi-organizational system becomes

ﬂ n * ) * a n ) . User Administration/Authentication
sites services users . Avthiication

Resource (Jm= Credentials

Image: AARC NA2 training module “Authentication and Authorisation 101” - https://aarc-community.org/training/aai-101/
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Authentication and Authorization Infrastructure

Without AAI With AAI
University A Y ﬁ Umversnty A : ﬁ

Y B vieh vait )

! =5
Ul‘ll‘\lel‘SIty;Y ? Y Uniirsi; B . : e
7 i caming | Heteaming |

. User Administration /Authentication . Authorization Resource (= Credentials

Image: AARC NA2 training module “Authentication and Authorisation 101” - https://aarc-community.org/training/aai-101/

o2
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Whence we came: the long road to federated access

From disparate systems in ~2000

ﬁm NATIONAAL INSTITUUT VOOR KERNFYSICA EN HOGE ENERGIEFYSICA

CERN/User Registration Date: 01.03.2004

CERN COMPUTER CENTRE - USER REGISTRATION FORM

o /ComputerUsage/C Form-English.pdf

To be returned to the User Registration box at the entrance of Building 513, after being
completed by a user who requires a computer account in a Central Service provided by IT
Department, and is not yet registered in another group or system or has already signed it before.

To be completed by the User :
Itis MANDATORY to provide the following information (except those with an * ). It will be
treated confidentially and only be used for ensuring correct identification.
Supply name as registered by the Users’ Office or HR Division.
FAMILY NAME(S): «.. oot
FIRST NAMEGS) : ......
SEX [M] [F]  BIRTHDATE: Day
HOME INSTITUTE/FIRM: .

Tast

University or Insti

[Exp./Dept. ‘Home Institution Contact Contact Telephone
‘ Do WOMERSLEY/WEERTS | SHARON HAGOPIAN 850-644-4777

AuthN-AuthZ separation fundamental
to the Federated (R&E) AAI, global IGTF PKI,
VOMS, ‘AARC BPA’ AAI architecture ...

Service

Federation Identity

Organization \ ko Provider

Identity federation provides authentication from the home organisation (IdP, “identity provider”)

Service providers perform authorization, maybe using attributed provided by the IdP

Shibboleth IdP image: SWITCH (CH)

% Maastricht University | DACS
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One simple federation you know: eduroam

service-specific trust -

. . e eduroam top level
between organisations eduroam Radius
globally
hierarchical RADIUS servers based -L‘;’L‘:
an 802.1x secure exchange o)
over TLS or EAP-TTLS ,,// EAP-TTLS
\LT tunnel!

tunneling your credentials m,)

{ institution.home Instltuuon.vimi
back to your home institution — ]sw:_) .

Radius Radius La

RADIUS server then instructs WiFi access point

eduroam: Klaas Wieringa et al., image from https://eduroam.org/how/, GEANT ; RADIUS: RC2865 https://www.rfc-editor.org/rfc/rfc2865; see also freeradius.org

o2
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Federation: different technologies, same idea

SAML - Security Assertion Markup Language and WebSSO (‘SAML2Int’)
- XML-formatted ‘attribute statements’ over web transport (usually POST)
- SAML-Metadata: list of entities with description of bindings with entityAttributes
PKI - Public Key Infrastructures
- certification authority (CA) signing X.509 formatted certificates
with name, issuer, serial number, and extensions
- CAs can sign end-entities as well as other CAs (hierarchically or by cross-signing)
- bridge CAs render a technical implementation of a shared policy (assurance)
- policy-bridges don’t sign anything, but curate distribution (like browsers and operating
systems based on CA/BF requirements, or the IGTF for research infras)
OIDC Fed - OpenID Connect Federation
- for end-points for OIDC Providers and Relying Parties — otherwise quite similar

federation based on ‘ultimate trust’ domains (e.qg. cross-realm Kerberos) also exists, but ...

See www.oasis.org for SAML, RFC5280 (tech) & RFC3247 (policy) for PKIX, https://igtf.net/ and https://cabforum.org;
OpenlD Connect Federation: https://openid.net/specs/openid-connect-federation-1_0.html
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Identity federations give ... identity (“AuthN")

Authorization (what may you do) still needs to be added to the mix

Credential
Issuing
Authority h
—_.-/__J

45cdelac-cBec-4721- Authority
9564-2062738028£1

traceability
information
45cdelac-cBcc-4721-
9564-a062738028f1
Photo ID %
VO (community) Re:ource
Membership Records ccess ]
(VOMS) Control Site-level
. Authorization
_ | Database
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PKIX certificates using proxies also for non-web access

e Certificates are ASN.1 structures with (issuer, subject, serial) + extensions
 The digest (hash) signed with the private key of the issuer
* Verifiable using the issuer’s public key

Certificate Authonly User Any Remote System

)
Proxy
? /j ﬁ Slgl'l with me)" Cert #2

CA Cert Sign with CA User Sign with User's Proxy Cert #1 private key

self-signed private key Certificate long-term key #1
(long term)
Proxy private key
' A V (passphrase-less)
( ( Proxy private key

(passphrase-less)

RFC3820 ‘proxy’ certificates extend this concept to (restricted) identity delegation

To get an RFC3820 proxy certificate using your own federated identity, use RCauth.eu — see https://rcdemo.nikhef.nl/ and use the “Basic Demo” option
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An X.509 RFC5280 Certificate (textually)

Version: 3 (0x2)

Serial Number:
34:f3:e3:5f£:c0:53:0b:a6:ef:2b:4a:79:01:b5:50:3b

Signature Algorithm: sha384WithRSAEncryption

Issuer: C = NL, O = GEANT Vereniging, CN =
Validity
Not Before: Apr 2 00:00:00 2022 GMT
Not After : May 2 23:59:59 2023 GMT
Subject: DC = org, DC = terena, DC = tcs, C = NL, O =

Subject Public Key Info:
Public Key Algorithm: rsaEncryption
RSA Public-Key: (4096 bit)
Modulus:

00:£f0:0d:c0:ff:ee:f0:0d:£f0:0d:c0:ff:ee:£0:0d:

ff£f:50:6d

Exponent: 65537 (0x10001)
X509v3 extensions:
X509v3 Key Usage: critical

Digital Signature, Key Encipherment
X509v3 Basic Constraints: critical

CA:FALSE
X509v3 Extended Key Usage:

E-mail Protection, TLS Web Client Authentication
X509v3 Certificate Policies:

Policy: 1.2.840.113612.5.2.2.5

Maastricht University

"

March 2023

Nikhef, CN =

GEANT eScience Personal CA 4

David Groep davidg@nikhef.nl

You should be able to get a ‘DOGWOQD’
assurance certificate from RCauth.eu right now:
e go to https://rcdemo.nikhef.nl/

e select the ‘Basic demo’

e use ‘run non-VOMS’ to
get and view your s
short-lived certificate

are back-channel interactions

_| | run non-VOMS demo | |_
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https://rcdemo.nikhef.nl/

Seamless (eduGAIN) Access to (non-Web) Resources using PKIX?
aeAnT ) Traditional workflow — using a client-held credential

Sectigo Certificate Manager X ar

L\1‘1 B seamlessaccess.o

Works great provided the user understand

ccessto | Sectigo Certificate Manager 22—
B e e ng GSername raavidgn. the technology — and we may have found
Authenti ti ith bli k H
ne P all users that know how to manage this ®

Choose Your Institution
Recent institutions

Last 10giI1: Thu Apr 13 17:43:50 zuTr 7 LUl ZzaU7T:0JUU: IZUs U0
bosui(~) 16.15% voms—-proxy-init -voms dteam

Picked up JAVA TOOL OPTIONS: —-Xmx512M

Enter GRID pass phrase for this identity:

Contacting voms2.hellasgrid.gr:15004 [/C=GR/0O=HellasGrid/OU=h
s2.hellasgrid.gr] "dteam"...

Remote VOMS server contacted succesfully.

— . Nikhef
iklhe
nikhefn

;’7';:‘ CERN Service Provider Proxy
“‘;/‘ 4 cernch

__ Maastricht University

Created proxy in /tmp/x50%up u5917.

E3Add another institution Your proxy is valid until Wed Apr 19 04:16:05 CEST 2017
bosui(~) 16.16% J§

bosui (~) 16.255 gsissh sgmlhcb@kot.nikhef.nl -p 1975 'id -a && hostname -f'
1id=991 (sgmlhcb) gid=2015(lhcbsgm) groups=2015(lhcbsgm)

kot.nikhef.nl

bosui (~) 16.25$

o3
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f d o -y Policy-bridge trust federation: EGl.eu infrastructure
I | cg- I : .
P K I X e e ra t I o n or explicit policy leveraging the IGTF federation
L

v

trust remains with the relying party l ca-policy-egi-core |

can be bridged by either cross-signing M m m—l

(left) or by policy agreements (right) ITEG.;‘ l__| m l—-| m l—-|

AusCerl
CAUDIT
PKI

Crossicer 15

Carnbextion
Authontes
tatlﬁnlﬁsmrnnuu @ ]

Left-hand image: 4 Bridges Forum, source: Scott Rea (then: Dartmouth) :
Images: cabforum.org, WebTrust logo: from DigiCert.com; image MS root store, https://learn.microsoft.com/en- us/securlty/trusted root/program requirements

o2
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Policy-bridged global federations for research computing

e — - ==

L. charter ____ .
L____guidelines ___
| acceptance process ’ '
. 3regional IGTF chapters: EMEA, Americas, Asia Pacific o 4}7
Eﬂ !ﬁl!i ~ 90 ldentity.Providers (some leveraging a R&E federation) e
Vi ~ 10 international major relying parties ;
i ;Zt'ngn ~ 60 countries / economic areas / international treaty orgs
paZtygl Y > 1000 relying service provider collaborations

Image: Interoperable Global Trust Federation IGTF, https://igtf.net/; REFEDS Assurance Framework RAF: http://refeds.org/assurance, https://refeds.org/profile/mfa
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Separating authN and authZ for access control

Access control ultimately enforced by service provider
(unless data-level encryption is used)

. User
but role/attribute-based access control needs... attributes Inl

Other
Stakeholders

Access Access Resource
rante rante Authorization Policy
granted by granted by :
site to community Architecture

communi

f Standardize

Resouree

Site Ptrbutes
Identity Lacal Site Policy
Kerberos Poi d
leientity a?t“;v ?" Al o or
riutes Dery
. Pllikerberos
Effective access Identity
Translation

Service
Site/
R esouUrce 0000 Authorization
0000|5 5
Owner [0l E00an Servicel
0l

aooooiag POP

E fo user

Site admission-control
policies

policy overlap diagram by Olle Mulmo, KTH for EGEE-I JRA3, ‘policy pie’ from: OpenGrid Forum OGSA working group and Globus Alliance
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Separating source of authenticator and identity

‘Identifier Only Trust Assurance’,
i.e. IOTA Certification Authorities

Credential
Issuing
Authority h

AL

-
-

(AR

y : Vetting
45cdelac-cBec-4721- Authority
9564-a062738028£1
45cdelac-cBece-4721-
9564-a062738028£1
traceabilit
informatiol
Photo ID

VO (community) Re:ource
Membership Records C;ﬁf::l ]
(VOMS + HRDB) Site-level
Authorization
Database
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SAML Federation

portability of identity information across otherwise autonomous administrative domains

Service

Federation Identity

Organization \ Provider Provider

Shibboleth IdP image and SAML2 auth flow by SWITCH (CH) — see also https://refeds.org/ on federation structure and (assurance and security) guidelines

o2
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https://refeds.org/

Your favourite federated service?

SPOT SsMART DEALS FOR EDUCATION
© Kiantenservice 2 Mijin SURFspot v £fE English Zoeken naar. ?

Dashboard

Y
s
o

Softwarew  Hardwarev  Antivirusw  Edlearning~  Online applicaties v ~ Thuiswe ~Persoonlike gegevens e
Bestellingen
Reviews

+ Exclusieve studentenkorting + Eenvoudig inloggen met onderwij; . " s thuisbezorgd + Klantscore 8,8 op Kiyoh

Inloggen

I IBM SPSS 29

i
[ Ga aan de slag met jouw
statistische analyse. Nu te

Studeren start bij SURFSpot et bestellen voor €9,

Kies je voor een Apple
MacBook, Windows
laptop of refurbished?

Ben jij creatief?

Met Adobe Creative Cloud
worden jouw creatieve
ideeén werkelijkheid.

Bestel direct >

Gratis Windows 11

Upgrade direct gratis jouw
Windows 10 laptop naar
Windows 11 education.

Gratis upgrade )

Bekijk de laptops>

https://surfspot.nl/
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We live in a federated world!

The UK A pilot project for WLCG
Access : =
Management .

Federation

FOR EDUCATION AND RESEARCH

conﬁa ACCESS FEDERATIGH = ° o e 5
~ IR

ooooooooooo

N\ 11

“J eduGAIN"
mﬁm\@ GakuNin) FE\IPE

e BTAN] pog
€l ClLogonyakiri

.............. @EduHr

slide inspiration: Licia Florio, NORDUNET

Interoperable Global Trust Federation
F AP|EU|TAG

’D) RENATER

CONNECTEUR DE SAVOIRS

_on@

REDE CENCIA, TECNOLOGIA E SDCIEDADE
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http://wayf.dk/

6 | GN5-1

“eduGAIN

Implementation of eduGAIN
Future WG recommendations

Ongoing operations

Operations &
Development

New eduGAIN-OT

Evolution and duplication of
core infrastructure

Outreach Training, Webinars , T&I town hall
Support and CSIRT

Secretariat, Business development

slide by: Maarten Kremers, SURF, for the GEANT 5-1 project
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Service Providers




But just identity federation with your home organisation is not enough AARC

o Access services using identities from their Home \ At
Organizations. "\ Y
- n nifﬂ

o Access services based on role(s) users have in the
collaboration. This info is not known to IdPs/eduGAIN.

o Secure integration of guest identity solutions and support for
stronger authentication mechanisms.

o Requirement for one persistent identity across all the
community’s services when needed and account linking.

o Web and non-web resources

\il-lide complexity of multiple IdPs/feds/At Auth/ technologiey

(Q\AHC https://aarc-community.org Building RCauth - a proxy for our federated research infrastructure March 2023 71
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Federation in research and e-Infrastructures:
command-line and brokered access

For ‘CLI-based’ access and brokering (workflow management) for non-web services X.509
technology and 'RFC3820 proxies’ are great ... but end-user PKl is relatively complex:

* Infrastructures move to hiding PKIX from the end-user and move to OIDC and Tokens
- Fewer credentials to manage, appearing ‘simpler’ to the user

e Bridging and translation is a pragmatic approach for cases where PKIX worked better
- Does not require major technical changes in existing R&E federations
- Allows for community-centric identities-of-last-resort (or first resort, for that matter...)
- Allows time for introduction of other technologies, such as OIDC and OAuth2 tokens

e Token translation in many infrastructures that use CLI or brokerage
- Project MinE, EGI, ...
- translation in any way: SAML->0IDC, SAML->X509, X509->0IDC, X509->SAML, OIDC->X509
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Managing complexities of distributed identity sources

WebFTS prototype
‘FIM4R’ in wLCG
Romain Wartel et al.

ELIXIR reference
architecture

Mikael Linden et al.
Relying services

Slide adapted from Romain
Wartel, GDB Sept 2014

| Cloud ] I Intranet “ Data archive |
s ~

s

ELIXIR AAI
™~ Dataset authorisation
"] management (REMS)
Group management (PERUN)

—=| Bona fide management
Attribute self-management

External authentication
(e-infrastructures)

eduGAIN IdPs | I Common IdPs l

communities had either invented
their own ‘proxy’ model to abstract complexity

Research
Community

or they were composed of many services
each of which had to manage federation complexity

Community images: Romain Wartel, CERN; Mikael Linden, CSC; Lukas Hammerle, SWITCH
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Proxies

Hub/Bridge/Gateway

Service Provider

Federation with SP Proxy image by: SWITCH (CH)

% Maastricht University | DACS
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Federation in
Country A

Identity Provider
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Federated access for research collaboration — AARC

Authentication and Authorization
architecture for Research Collaboration

A set of building blocks on top of eduGAIN
for international Research Collaboration

eduGAIN and the Identity Federations

Foundational federated access in R&E

Network connectivity
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Most trust flows from the (research) community

AARC Blueprint
Architecture

 —
 ——
f————
f————

Unauthenticated User
Authenticated User
Autharisation Information Flow
Attribute Information Flow

User Identitiy v \ } \ \ \
, -— -~ \ . i -
@ s
( ?&m:f ) (eduGAIN)
e
e
PN Zany
( Consent )
—
User AccessProtocol @} | | [BEEEEN 9090090909090 G =
Attribute Translation Authorisation |
Services |
LTET |
| Reputation B PR !
\ Sewice , |
|
S
-~ TT T |
- — - - — - - - — | . :
iN / |
LSRR |
1 { Translation | | a oy =3 ‘ |
___________ / N ,EEMP‘i o { J Cornmunlty RN
ks I | ( Authorisation ! |
I User P St 'P\ Puliqy { |
| (" inform ) 1 | 7 Repository | |
, R / | —Aa_r~ |
Pl e i e | 4 |
1 | 1 ]
1 I 1 =
| | End Services : 1 |
e v v v v v v ‘ ) |
N orc gy o o1 e - — -
|
| |
e =l

Community
Service

v/

Communlty AAI

=

T
|
I
|
I

Generic
Service

AARC Blueprint Architecture (2019) AARC-G045 https://aarc-community.org/guidelines/aarc-g045/; stacked proxies: EOSC AAl Architecture
EOSC Authentication and Authorization Infrastructure (AAl), ISBN 978-92-76-28113-9, http://doi.org/10.2777/8702
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Login via the
Nikhef service proxy
to gitlab, ifosim.org, ...

“Where are you from”

discovery screen
showing entities from
the eduGAIN global
interfederation

& )4
»

eduGAIN

@ Nederlands ~

N l% ef  Nationaal instituut voor subatomaire fysica

Federated Access D

Login as member of:

AM AT AU BE BR BY CA CH Gls CN co

FI FR GE GL GR HR HU IE IL IN IR

LlGo N lm] ef \") MD MK MO MY MX NC NL NO oM PF

G It Lab —— 1S ZA experimental NZ KG RO MT AL
Sign L6o HK = FO

Ifosim

Username logbooks 5
https://logbooks.ifosim.org/ BBMRI-ERIC
Password DARIAH
ationale des Chartes

Home » Welcome Supérieure d'Arts et Métiers

[ Remember me Forgotyourpass - welcome i+ rmts ¢ e Istituto Agrario di San Michele all'Adige
Frantisek Krizik Grammar School and Primary School, s.r.o.
Hubrecht Institute & Westerdijk Fungal Biodiversity Institute (KNAW)

Sign in with Institut Mines Telecom Business School & Telecom SudParis (new debug)

Federated login

[J Remember me

https://gitlab.nikhef.nl/

o~ Lo -

Mykolas Romeris University
Nuclear Research and consultancy Group
Observatoire de la Céte d'Azur
oldr3 Institut Mines Telecom Business School & Telecom SudParis https://wayf.nikhef.nl/
Pilsen City Library

ifosim federated AAl integration implementation by Mischa Sallé; per-country WAYF selection is a bespoke Nikhef WAYF feature
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But what did we
now enable?

Collaborative security
Sirtfi
Testing resilience and Sirtfi v2

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



Now what have we built?!

All I need
isone
account...

full of valuable resources
(data, network, services)

We have federation and single sign-on ...
... but can we share security information when needed?
... timely and confidentially, protecting everyone’s reputation?

left: eduGAIN interfederation extent in 2020; logos on the right from the European e-Infrastructures and ESFRIs; center graphic: AARC collaboration
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Sirtfi — Security Incident Response Trust framework for Federated Identity AARC

A means by which to enable a coordinated response to a security incident in a federated (“T'
context that does not depend on a centralised authority or governance structure to assign ¢ |RTF]|
roles and responsibilities for doing so. s
Defines a set of capabilities and roles associated with security incident response that an IdP

or SP organisation self-asserts. The Sirtfi trust framework posits that organisations asserting
conformance with these will coordinate their response to security incidents.

Derived from the first four elements of the SCI Framework:

* Operational Security: patch and vulnerability management; IDS and threat mitigation;
service ownership management; user suspension and termination; CSIRT capability

* Incident Response: CSIRT contact in meta-data; timely response; collaborate in IR; defined
processes; privacy respect; TLP information sharing

* Traceability: timestamped accurate logs are available; log retention process in place

* Participant Responsibilities: users agree to an AUP; awareness and acceptance of the AUP
https://refeds.org/SIRTFI
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A question of when, not if N

Communication: ———1

* Endpoints valid? = =

*  Form/Content OK ? —— %

Containment = =

*  Ban ”malicious” users —

~ * Find/Stop malicious processes —

W *  Find submission IP —

" .. Forensics —

"+ .~ = Basic Forensics on binary n -
& ¢~ 7« Network traffic Nik[hef

W Nikhef CSIRT Traceability Challenge

ntroduction

Deze Traceabiity Challenge bestaat Ut drie onoeroeien, In (Naar verwachiing) oplopends
mosliknedsgraa. |e02rE challenge Degint met sen exieme Tiggsr — 3an het &ind van dt document
53an 02 hints en 0= goeds (of 1N J0sr geval 02 ‘gewenste’) oplossing.

Vel plezer!
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Security Incident Response Trust
Framework for Federated Identity

@
A federated community security challenge SIRTFI ‘@ARC

Can we coordinate our collective R&E response?
‘challenges’ based on the Sirtfi contact model

eduGain [l GARR
SUPPOFT |

Security Incident Response Trust Framework for
Federated Identity

[ 1 ] /
== 7= i
t t lkhef t

. 1

( MNikhef = ( INFNUser )

\_  RCAuth / e -

\\‘V""» S 1\/// S
One Service Provider discovers a compromised user and alerts the ;
Support

. T
T /
/ / o —
( INFN IdP ( LIGO Wiki & Nikhef
I I | CERN n CERN LIGO RCAuth INFN

Identity Provider of this user. Additional affected services are identified
and ,hould be able to see activity by the Identlty in thelr Iogs
Market
\»;_,7 e

parties involved in response challenge

Report-outs see https://wiki.geant.org/display/AARC/Sirtfi+Communications+Challenges%2C+AARC2-TNA3.1
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Research Lab 4

/ﬁe'search Lab 1

Correlation
engine

f

I0Cs —

syslog

netflows storage
—_—

10C = Indicator of compromise

AARC I-051 Guide to federated incident response
https://aarc-community.org/guidelines/aarc-i051/

'AARC

SINT - CVE-2015-2545: overview of current threats

Event 1D ases

Luia 74608653760k 42728116-453302060081

b iRt

buner org cinaL

Fontributors .

man alexanare auaunoy@ciel iy

feos tprwtivo ) CIEETIE Y ESRED o

bate 20160525

bnreat Lever Meaum

hraiysis Complotod

bistibution A1 communties

o OSINT - CVE-2016-2545: overview of curentthreats

bubiizhed Yos

bigntings 00
Expandea Events  Tag Action

"

Likelinood orprobabiity: Almost no chance - emote - 0105% 0 Event 2425
Liketinood orprobaniity: Very unikely - highy Improbaie - o

05.20%

212721710

webcannecheck mynw o5

Threat Sharing

reg.metory

GDB December 2019

Data pipelines Storage & Alerting
Enrichment,
- comslation,
g Fiebeat aggregation H
g Real Time: Indexing H
: ¥ R !
§ Logstash pipelines Elastalert
H E Optional
2 ]
& 1 &
Kibana
S WLCG SOC WG

Research SOC (US)
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many ‘false warnings’ when industry-
Nikhef SOC — NDPF traffic analysis standard (Suricata) rules are used.
You need R&E specific ones!

@ Explore 2 Elasticsearch (Suricata/Fast)

16

® Count

Ee)

Date Histogram

(o]
oo

+ Addquery £ Query history

(G]
&
@
v

.|||||I|.|.||I| il s il
0 07:57:30 07:59:00 17983

07:58:00 07:58:30

bataalonal ||.||.|
3 07:57:

lil,
07:55:30 07:56:00 07:56:30 g

194.171.162.47:33084

NikhefSOC/NDPF ELK setup: Jouke Roorda
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Scalable credential translation in
the AARC BPA ... building RCauth.eu

Leveraging federation for ubiquitous, compatible
research and collaboration identity credentials

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



Ingredients for credential minting & token translation @RC

Curated grouping of entities
‘REFEDS R&S’

this is a research service
‘DP CoC0o’

abides by GDPR
‘Sirtfi’

cares for security response

"4, REFEDS

slower adoption process
adding identity assurance needs
action at all 60+ Feds & 4k+ IdPs

Common baseline and profiles
co-defined by relying parties

user-centric ID harmonisation
with unique global naming
‘BIRCH’

real person with real name
‘DOGWOOD’

persistent linkable identifier

CBIGTF

Interoperable Global Trust Federation

AP|EUITAG

research-specific user base

v
>

] h\. -..;l.;.;;;éuuctuve
Identity and access ‘proxy’
harmonised eduGAIN IdPs

based on entity categories
leverage Sirtfi and ‘R&S’
proxying is bi-directional

responsibility on the proxy operator

Building RCauth - a proxy for our federated research infrastructure
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Bridges and Token Translation Services
GEANT Trusted Certificate Service

User’s
________ Identity ——
. Attributes
~
~
-~ ~
User_s authentication
Identity Ny
Attributes ~
---------------------------------------- ~
e T T N
- certificate
‘ CA request
————certificate————

TCS (today: Sectigo) acts as SAML Service provider
to eduGAIN: eligible authenticated users can obtain
client certificate for access and delegation to services

= SAML Organization Mapping

Organization Mapping

[ New Mapping | SURFconext -
'

QOrganizatien At
l My Profile | My

Nikhef nil
P SURFconext A

CAM incbibik AMAI T .

You have given
Service/App
*» CERTcentral

The following at

GEANT -

E-mailaddres
First name

Entitlement

Institution us
Organization

Display Nam

Building RCauth - a proxy for our federated research infrastructure

This site you identify your
www eugridpma org:dd3
Organization: “Nikhet”
Issued Under: TERENA

Choose a cartificate to prasent as [dentification:

David Groep davidgi@nikhel.ofs TERENA 1D (03 5CAD JAABF 468256133581 ERIAODAE]
Details of solected cortificate:

Issued to: CN=Davic Groep davidg@nikheLnl0=Mithel C=NLDC=tes 0C=terena DC=org
Serial rumber: 03:5CAS2AA8 F4:F6:82-56:7335 B1ES 2ADSAE

6 Tusted Cer 3 n EES Tugsday, 4 September, 2016 020000 to Thussday. 3 October, 2019 140000

e 0law cert-manac E

ECTIGO

(P Digital Certificate Enrollment

‘You have been authorized to enroll for a digital certificate. Please validate that your name and email
addresses are correct.

Name David Groep

Email davidg@nikhef.nl
Organization Nikhef EE

Please select the correct certificate profile and desired private key format. If a private key is generated a
password is required to protect the download.

Certificate Profile

(@ GEANT Personal Certificate

) GEANT IGTF-MICS Personal

() GEANT IGTF-MICS-Robot Personal

Private Key
@ Generate RSA
O Generate ECC

O upload CSR Choose file  Nofile chosen

P12 Password

SUBMIT

Nik[hef




A ‘ClLogon-like’ Token Translations Service — RCauth.eu

e Ability to serve a large pan-European+ user base without national restrictions

- without specific national participation requirement (serve sparsely distributed users)
e Use existing resources and e-Infrastructure services

- no need for revise security model at resource centres or at infrastructure level
* Integrate science gateways and portals with minimal effort

- only light-weight industry-standard protocols
e Support attribute-cert community membership services

- support community membership via attribute certificates,

also for science portal access to e-Infrastructure

* Concentrate service elements that require security expertise

- not burden research communities with care for security-sensitive service components
- keep a secure credential management model
- coordinate compliance and accreditation

(VOMS + HRDB)

o2
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In-line token translation services SAML-to-PKIX?

. . RCauth (gu The white label Rescarch and € llaboratian Authentication CA Service for Euraps
Community Science Portal Accredited
— PKIX Authorit

nfo | Browse Logged in nl
gsiftp://prometheus.desy.de: C@ ‘ y

et t | man | el P

,,,,, Cenficate Authorty

I (Mygrony Serree )

‘ o esi ( R oes?;:m
Infrastructure Master 1

Portal Credential

\)L(hulh QAU e okl Rrmomeh st Colborinion Anheaticarion G Servive ks Eseroe
or Infrastructure IdP II I Sirtfi Trust

see also https://rcdemo.nikhef.nl/ \
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0 | (Q

 RCauth.eu and the MasterPorta’ | nager

N — N - / PUT o0

OpaniD Connect
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RCauth.eu — a white-label IOTA CA in Europe RCauth‘Qeu

 Cover as much as R&E Federated (Europe++) as possible

Onine
. ( Mypeoxy Server )
* Scoped to research and collaborative use cases
* |In ascalable and sustainable deployment model
" e
https://rcauth.eu/ https://rcdemo.nikhef.nl/
ipeniD Conmect :’;:

€| ClLogon Service
Service inspired by and using components (such as the DS) from Jim Basney’s ClLogon, see https://www.cilogon.org/docs/20141030-basney-cilogon.pdf
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The joys of global interfederation

global IdPs in eduGAIN and
the quest for a reasonable, non-reassigned name

B:ﬂ Maastricht University | Department of Advanced Computing Sciences



Our Registration Authorities: the Federated IdPs

 distributed RAs: the eligible IdPs rﬂﬁr“"t F -

- connected through a ’m N3
Federated Identity Management System (FIMS) 5 :il a%

- primarily: ensemble of IdPs in eduGAIN that V

meet the policy requirements of this CA
e eligible applicants are all affiliated to an RA

Three eligibility models
1. Direct relationship CA-IdP, with agreement declaration

2. Rest of eduGAIN: — “Sirtfi” security incident response and OpSec capabilities plus
— REFEDS “R&S section 6” non-reassigned identifiers and applicant name
are required, and tested via statement in ‘meta-data’ and by releasing the proper attributes

3. within the Netherlands, SURFconext Annex IX* already ensures compliance for all IdPs
“IdPs within eduGAIN are deemed to have entered materially into an agreement with the CA”

% Maastricht University | DACS March 2023 Building RCauth - a proxy for our federated research infrastructure 97



Unique certificated from FIM via eduPerson and REFEDS R&S

Sources of naming and uniqueness, that work today

e eduPersonPrincipalName — scoped point-in-time unique identifier, which could be,
but usually is not, privacy preserving: “davidg@nikhef.nl”, “P70081609@maastrichtuniversity.n

 eduPersonTargetedID — scoped transient non-reassigned identifier, like
urn:geant:nikhef.nl:nikidm:idp:sso!27c8d63ed42c84af2875e2984

e subject-id - a scoped persistent non-reassigned identifier, which should be privacy-preserving:
4417751265a6e8b228f9@nikhef.nl

Plus the (domain-name based) schacHomeOrganisation and a ‘representation of the real name’

|II

/DC=eu/DC=rcauth/DC=rcauth-clients/O=orgdisplayname/CN=commonName +unigeness

uniqueness will added to commonName via hashing of ePPN, ePTID, subject-id, so that
an enquiry via the issuer allows unique identification of the vetted entity”
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CommonName - the big challenge

Requirement
e Contain ‘a representation of the real name of the applicant’ as asserted by the IdP

* the purely ‘opaque’ option is not very friendly to downstream services

Does the IdP give the attributed from which to construct the real name — globally?
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commonName — should be readable element ...
... in printable 7-bit chars

‘REFEDS R&S’ gives a subset of attributes that should be released:

1. the displayName attribute from the IdP

2. the givenName attribute, followed by a space, followed by the sn attribute from the
IdP

3. the commonName (cn) attribute from the IdP

but we need to make it printable in ASCII

We tried using java.text.Normalizer.Form.NFD and map the remainder to “X”, which

gives: , v
If IdP sends us this UTF-8 | Representationin CN
RDN

J6zsi Bacsi Jozsi Bacsi

Gudrun Osvifursdottir GuXrun Osvifursdottir OopS!
Xpnotog KaveAAomtouAog  XXXXXXX XXXXXXXXXXXXX

e s XXX
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Also NikoAac Awapmnotng might not like that ... and | understand ...

java.text.Normalizer.Form.NFD and ‘X-ing’ the rest particularly bad for
Greeks, Bulgarians, Chinese, Georgians, Thai, Armenians, Serbians, ...

ICU - International Components for Unicode (icu-project.org) appears to be better, but:
e there are many options for transliteration

some code points shared between different languages, that prefer different transliterations
some code points are absent even in UTF-8 causing ambiguity

So we moved to using ICU, but even then the mapping is not trivial:

o)
> > a0
O O v

UTF-8 = Latin-1 - ASCII = IA5String (we need PrintableString + “@” and minus [:/=])

thanks go to Mischa Sallé for the transliteration studies (and much more), ICU is available from https://icu.unicode.org/
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And straightforward translation is not always good AARC

Just Any-Latin fails for Slavonic unique “sh” sounds. E.g. for ‘Muwa’

* with Any-Latin becomes ‘Misa’ which then translates into ‘Misa’ after the Latin-Ascii
but quite some people called ‘Muwa’ want to see ‘Mischa’, but not all, so you need

* first Russian-Latin/BGN, making it ‘Misha’, which is slightly better, then do Any-Latin (1-to-1)
* but “Russian-Latin/BGN+Serbian-Latin/BGN” is different from the reverse ...

First Any-Latin/BGN, then Any-Latin, to fix mapping to - S and the > s

* PwnpbiL wphuwph = Barev ashkharh (with the /BGN, to ensure the “sh”)

* 7N > ysr'l (taken care of without the /BGN, otherwise the v never makes it)
And Unicode does not distinguish the diaeresis and the umlaut

e Gunter Strauld — Gunter Strauss should have been ‘Guenter Strauss’

* Daniélle — Danielle is good, you definitely don’t want ‘Danieelle’

As the so for stability, we keep Any-Latin here and treat all as a diaeresis
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For our multi-federated world, we ended up with

So the (for now) best combination seems to be the ordered transformation:

Transliterator.getInstance( "Russian-Latin/BGN;"+
"Serbia n—Latin/BG N;"+ &=  ordering to retain “w” - “sh”
"Greek-Latin/UNGEGN;"+
"[:Nonspacing Mark:] remove;"+
"Any-Latin/BGN;“ +
"Any-Latin;”“ +
"Latin-Ascii“ Retain proper “sh” when coming from
) ’ Armenian or Hebrew by /BGN first

result.replaceAll("[*\\p{Lower\\p{Upper\\p{Digit} '()+,-.?@]", "X");

&= Fixes greek \ adding a useless space
&

o3
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What will we get? AARC

$ java -cp icu4j-59 l.jar:. transliterate2 [...]
"J6zsi Bacsi" "Gudérun Osvifursdéttir" \
"Xpnoto¢ Kavellomoulog" "fHAE

Input: Jézsi Bacsi

Output: Jozsi Bacsi

Input: Gudrun Osvifursdéttir

Output: Gudrun Osvifursdottir

Input: Xpnoto¢ KaveAAomnouldog

Output: Christos Kanellopoulos

Input: iGEEL: S

Output: 3Jjian zhen yi
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Building the initial RCauth.eu
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From a single instance ...

Session
store J

% Maastricht University March 2023 Building RCauth - a proxy for our federated research infrastructure 108



A fully compliant ‘Heath Robinson’ CA

== r 30 A

P
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Physical controls

 Located at Nikhef, Amsterdam, NL

e Scientific Data Centre part of the NikhefHousing Facilities

* ID based access control, 24hr guard on-site

* CA and security systems in locked dedicated cabinet on 2nd
floor
On-line CA signing system in locked drawer

CA signing system

Delegation Server
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Logical set-up

-
-0

Security Service Hosting Environment

CA Repository Service
(www.rcauth.eu)

N

http(s)
inbound
http(s)
inbound
oQipc

% Maastricht University

=

rsync-retrieve
by reposerver
from CA web serve

OpenlD
AuthZ Server

CA Web Server
on-line system
(Delegation Service)

ssh inbound

rsync-retrieve
by NDPF backup

rsync
inbaund

myproxy CA
inbaund
anly

HSM pin entry

@

Openssl
PKCS#11

Inbound only
MyProxy service port

( TsMC
N

service from
CA web server

March 2023

DPF Backup Service by Vancis
K from NDPF BS

Building RCauth - a proxy for our federated research infrastructure
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A local highly-available setup at Nikhef Amsterdam

 Most ‘fault-prone’ components are
- Intel NUC (single power supply)

- HSM (can lock itself down, and the USB connection is prone to oxidation)
- DS front-end servers (physical hardware, albeit with redundant disks and powersupplies)

Master Portal

(User Agents and

Credential Stores)

Eliminated first
using ‘local HA’

Cluster
U3

FIMS
«q Maastricht University fdRs2023

oIDC
trusted client
+ CSR

A

OpenlD

AuthZ Server é\'

CA Issuance Server

¥ ~
IdP filter and |
(implicit) WAYF /| —

KCP-NG VM
Secure Services

I |

on-line front system X
(Delegation Service) b ‘:'“* \

CA Issuance Server
on-line front system

(Delegation Service)

CA signing system
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Distributing RCauth.eu across three cooperating sites

(and one alternate) from
Sg;’f(;“ance each Materially Contributing Stakeholder
EGl.eu, EUDAT (ETFC), GEANT, Nikhef (SURF)

drawn from the wide community [...]
experts in the field of identity management
for research and collaboration,
PKI technology and identity bridging

RCauth PMA —

Operations people from each of the

STFC
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Coordination with a (copy of) the RCath.gu 5|gn|ng key,
Team and those partners otherwise involved in OPS




... to a 3-fold continuously-consistent setup

WAYF Sessmn'
‘..' EZ store f
w II Delegation
Server

[ ] |
A
h : .
. ICA !
MyProxy backend
b !
R
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HA solutions

Local high availability, three distinct providers?
* pushes account linking burden to the relying parties/service providers
e users may have 3 credentials, which is confusing
e asingle identifier would require ‘ensured’ database synchronization — no true
independence
DNS-based fail-over?
e the ‘trivial’ model relies on the client not to cache answers for long,
and not to round-robin the DNS answers - since the WAYF and DS go together
 short TTL limits reliance, since both service and domain name provider must be up
* ‘advanced’ DNS-based solutions (like for InAcademia) — with near-realtime updates
of a distributed DNS may appear better, but still: need a overly-low TTL, and
move the HA problem to the DNS provider (or ccTLD), rather than solve it
So we looked at network-layer resilience, the ‘go-to’ solution for large CDN providers
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Services at a site go up and down together - adding HAproxy

Session

store )

o I Delegation
" - (Y sener
|

-I_I-.

% Maastricht University March 2023 Building RCauth - a proxy for our federated research infrastructure 118



Distributed RCauth service

\ 4
< ‘ > @ SEVRPVNER

Lﬂ

-
Y v |
' 4‘» @ CLIENT SERVER

/
\—\4
@

S-C0-e
se-e

similar for the
selected imagery: Mischa Sallé, Jens Jensen, Nicolas Liampotis policy-filtering WAYF . : .
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A transparent multi-site setup

User

e connects to HA proxy at {wayf,pilot-ica-g1}.rcauth.eu
* HA proxy sends users to “closest” working service

e forward mainly to its own DS when available

and wherever the user is, the service is at
e 2a07:8504:01a0::1
 and 145.116.216.1 (for legacy IP users)

selected imagery: Mischa Sallé, Jens Jensen, Nicolas Liampotis

o2

[ X X )

P
o
>

-
o
O
(a1
>

o+
O
(]
=
=
(@)
O
L -
(O]
+—
=

If a HA loses its
backend DS, can still
route to another DS
over VPC/VPN backend
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Anycast: when the same place exists many times

So we used

. 3 (for now: 2) sites

. one VM at each site
exposing 2a07:8504:01a0::1

smallest v6 subnet (/48)

. bird + a service probe

. each site’s own ASN

. some IRR DB editing

. IPv4 is similar, with a /24

and some monitoring

routing image: SIDNIabs - https://www.sidnlabs.nl/en/news-and-blogs/the-bgp-tuner-intuitive-management-applied-to-dns-anycast-infrastructure
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BIRD config and probes

include "/etc/bird.d/*.conf";
router id 194.171.98.77;

define ASN_OWN

* you need
* a health checker to drive e o imoooas o4 171 0800,

define ADDR_NEIGHBOURG6 2a07:8500:120:e011::1;

the IOCal BGP daemon protocol device { scan time 10; }
* a BGP talker, such as bird protgeel girecy ajrectl

interface
ipv4 { import all; export none; };

PY a Very Simple Config ipvée { import all; export none; };

}

65530;
1104;

template bgp bgp_peersd {
local as ASN_OWN;

# Generated 2023-02-05 14:49:36.063331 ipvd
# by anycast-healthchecker (pid=1299) import none;
# 2001:db8::1/128 is a dummy IP Prefix. .y empert F1lEer muteh rowEs EllEer;
# It should NOT be used and REMOVED } '
# from the constant. template bgp bgp peers6 {
. local as ASN OWN;

define ACAST6 PS ADVERTISE = ipv6 4 -

[ import none;

export filter match_route6_filter;

2001:db8::1/128,

2a07:8504:1a0::1/128 }
] . protocol bgp BGP4 from bgp peers4 { disabled no; neighbor ADDR NEIGHBOUR4 as ASN_NEIGHBOUR; }
! protocol bgp BGP6 from bgp peers6 { disabled no; neighbor ADDR _NEIGHBOUR6 as ASN_NEIGHBOUR; }

}i
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But what is ‘healthy’?

e Service status verification tool needed to ‘drive’ bird actions
e anycast_healthchecker by Pavlos Parissis

Packager : Mischa Sallé <msalle@nikhef.nl>
. Vendor : Pavlos Parissis <pavlos.parissis@gmail.com>
o Wlth HAproxy URL : https://github.com/unixsurfer/anycast healthchecker
Summary : A healthchecker for Anycasted Services
on the front-end host p— -
. Anycast-healthchecker monitors a service by doing periodic health
on eaCh Slte checks and based on the result instructs Bird daemon to either
advertise or withdraw the route to reach the monitored service. As
a result Bird will only advertise routes for healthy services.
[haproxy]
check cmd = /usr/local/sbin/check_haproxy.sh
on_disabled = withdraw
ip prefix = 145.116.216.1/32
[haproxy6]
check cmd = /usr/local/sbin/check_haproxy.sh
on_disabled = withdraw
ip prefix = 2a07:8504:1a0::1/128
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Both Delegation Service and filtering WAYF should be up

"

But since Nikhef also has local HA with two back-ends, either is OK!

}

# i.e.

# Checks WAYF backends, at least one should be up or starting
in state 2 or 3 (see Section 9.3 Unix Socket commands in
# management. txt) .

check wayf () {

echo $state_cmd |\

do

socat unix—connect:${haproxy_socket} stdio |\
grep $wayf pattern |\

cut -d' ' -f${site_col},${state _col} |\
while read wayf site wayf state

if [ "Swayf state" -ge 1 -a "$wayf state" -le 2 ];then
# Found at least one up DS
info "WAYF S$wayf site has state $wayf state"
return 1
else
warn "WAYF $wayf site has state Swayf state" >&2
fi

done
return $((1-$?))

Maastricht University
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Getting 2a07:8504:1a0::/48 out there

Last 6 hours

AS1104

AS1103

Tier 1 ISPs
AS1239 T AS12956
AS3257 AS6453
AS6461 AS1299
AS6762 AS174
AS2603
As3491 ||[—"1 As3356
» AS3209
AS6830 AS2914

Last 6 hours

- | AS6453

AS3209
AS5408 AS21320 __fﬂerﬂsps
» ASE830
ol AS1299
»  AS12956
» AS3491
AS3257 |_—™ AS3356
AS2914
AS1104 »  AS1103 »| ASE461
ASBT62
»| AS1239

y

AS5511

route maps: bgp.tools for 2a07:8504:1a0::/48 — IPv4 for 145.116.216.0/24 is similar — imagery from November 2022

"
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o3

CERN Looking Glass Results - ee1 2a07:8504:1a0::/48
Announced by AS1104, and 1 other
[
Overview ’m‘ Whois DNS Validation
Originators [ |
ASN Description
— AS1104 Nikhef - Dutch National Institute for Sub-atomic Physics
inet6.@: 155476 destinations, 303862 routes (155437 active, © holddoy . . ettt st for Fosaarch and Tochnaiogy S
+ = Active Route, - = Last Active, * = Both S —————
2207:8584:120::/48 *[BGP/170] ©1:68:50, MED 20, localpref 16568
AS path: 20965 5488 I, validation-state: unveri Festtme beta —
> to 201:798:99:1::39 via irb.2ee -
[BGP/178] 4d 23:13:16, MED 20, localpref 18500, 1
AS path: 1183 1104 I, validation-state: unverif
> to fe8@::1a2a:d3ee@:140f:bdb@ via irb.20 =
[BGP/170] 6d 23:17:01, MED 20, localpref 18500 orgre  [[asimos |
AS path: 2683 1103 1104 I, validation-state: uf e |—of asveow o] aseon |
> to 2001:1458:0:9::2 via irb.29@3 =3
[BGP/17@] ©1:88:26, MED 25, localpref 18568 @
AS path: 559 28965 5488 I, validation-state: un
> to 2001:1458:0:2c::2 via irb.2902 P
[BGP/17@] ©1:88:49, MED 18, localpref 16208 I:
AS path: 174 174 21320 5408 I, validation-state
> to 2001:978:2:2::2a:1 via irb.3811
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Shortest path, also when mixing with the default-free zone

[root@kwark ~]# traceroute -IA 145.116.216. 1

traceroute to 145.116.216.1 (145.116.216.1), 30 hops max, 60 byte packets

1 cmbr. connected. by. freedominter. net

(185.93. 175. 234) [AS206238]
2 connected. by. freedom. nl
(185. 93. 175. 240) [AS206238]

3 et-0-0-0-1002. corel. fi001. nl. freedomnet. nl

(185.93. 175.208) [AS206238]

4 as1104. frys—ix.net (185.1.203.66) [*]
)

parkwachter. nikhef. nl
(192.16. 186. 141) [AS1104]
6 gw-anyc-01. rcauth. eu

(145.116.216.1) [AS786/AS5408/AS1104]

rcauth.eu HA proxy /@g’

Route from home to RCauth.eu, from my home Freedom Internet ISP

% Maastricht University | DACS

aaaaaa

Inte

GQ

NDPF NDPF Compute NDPF Compute @ HHHHHH DR
Storage Storage HTC Stoomboot  HTC DNI/Grid

Stoomboot  DNI/Grid Ganymede, Jupyter w-me(z»r)))

- Nik|hef :
AS1104 o
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Prerequisites are relatively simple

* |Pv6 /48 netblock and legacy IPv4 /24

e your own, or a friendly, ASN

e aset of corresponding IRR route objects, and either none, or a correct RPKI
(easily done in your local RIR registry: APNIC, RIPE, ARIN, AfriNIC, LACNIC)

e front-end service (HAproxy) for the Delegation Service and filtering WAYF

* bird (or quagga) with a service health checker

But you do not per-se need ...

* aunique AS just for this anycast activity - it works equally well without it

* abalanced AS path length - unless you want load balancing as well as redundancy
e your own AS - if you have a friendly AS willing to re-announce your specific route
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And you get reasonable load balancing

"

» ! —
ATVIA, ® '%L
R e T
ITHUANIA , .' g
—— A. o L] ®
BELARUS
™Y G ‘ \.r : . »
¥ Liching® o “
% el ukrafle {

AN

e . y \
) .-Q.ST‘%UNGARY ® “,‘ o
@& romanA ‘,‘

U;

TURKMENIS]

4 RIPE NCC

RIPE Atlas

-

Aa F ALGERIA

\ ]_ Leaflet | Tiles © Esri — Esri, DeLorme, NAVTEQ

map: RIPE NCC RIPE Atlas - 500 probes, distributed across Europe (https://atlas.ripe.net/measurements/50949024/)
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Other HA options

* Local HA with an HA proxy and pacemaker/CRM failover works
on the local network —and can be meshed with two signing systems
... this is used extensively (also active/passive) for other services at Nikhef

* DNS-based fast-failover — the method used for e.g. InAcademia
automatic updating of DNS a distributed set of servers, auto-updating each other
... does require that the DNS domain level operator remains available,
since you need *very* short TTLs, and still your ccTLD/gTLD needs HA as well

e use dedicated HA links for the back-end database connection or ip-forwarding
e.g. multiple redundant circuits over an MPLS cloud emerging at each site
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Current status of RCauth.eu RCauth (Qeu

e All sites can sign production certificates
* DS databases cross-site replication using Galera over VPN
 HA CRL cross site synchronisation and issuance

 WAYF servers (GRNET and Nikhef)

o3
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Reuse the RCauth experience

All sources, Ansible playbooks, and materials are on GitHub
https://github.com/rcauth-eu

 HA database and back-end VPN
- 3-node peer-peer redundant VPN with automatic failover
- extensible to >3, but then topology is less clear

 Web services
- HAproxy stability and flexibility and coordinated ‘up-down’ status per site

« HAHAP | BGP Anycast
- ‘bog-standard’ if service admins, cloud admins, and network people can
collaborate and investigate incidents together

e secure credential sharing and moving shared secrets is still cumbersome in practice
‘the difference between theory and practice is that, in theory, there is no difference’
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Putting it
back together again

Infrastructure for many communities
ESFRI Clusters, the EOSC, and the AARC TREE

Common patterns in scalability
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A global infrastructure of EGI, OSG and WLCG, ...

M LDAP - GlueCEUniquelD=dissel.nikhef.nl:2811/nordugrid- torque-long7, Mds-Vo-name=NIKHEF-ELPROD, Mds-Vo- name=local, o=grid - BDI top-level (Nikhef) - Apache Directory Studio - o
File Edt Novigote Search LDAP Window Help

| 2 @il L Q e|[E

% LDAP Browser ] =i [B Glu khef.nk2811/nordugrid-torque-long7Mes-.. 37 = 0 = Outline =B

< DN: GlueCEUniquelD=disselnikhefink281i/ne = = | & % | & | @ 5| 2 7 v Gluc ichef.

= GlueCEHostingCluster (1)

) Mds-Vo-name=NCBJ-CIS

[ GlueCEUniquelD=brug.nikhe.
[ GlueVOViewLocallD=dteam

erdugrid-torque-Theb7 (1)

1

7 G kh

Attribute Description

Value

GlueCEAccessControlBaseRule
GlueCEAccessControlBaseRule:

GlueCEInfoLRMSType (1)

(3 Mds-Vo-name=NCG-INGRID-PT objectClass GluelnformationService (aux.. GlueCEPolicyMaxTotallobs |

() Mds-Vo-name=NCP-LCG2 objectClass GlueKey (auxiliary) GluelnformationServicelRL

(] Mds-Vo-name=NDGF-T1 objectClass GlueSchemaVersion (auxiliar... GlueCEInfolobManager (1)

(3 Mds-Vo-name=NIHAM v GlueCEAccessControlBaseRule (13 values) GlueCEPolicyPriority (1)

~ [J Mds-Vo-name=NIKHEF-ELPROD (49) GlueCEAccessControlBaseRule. Voialice GlueCEinfol RMSVersion (1)

(=) i L d. GlueCFAccessControlBaseRule: VOzatlas GlueCEStateWorstResponse|
o hef.nl_ dugrid. GlueCEAccessControlBaseRule: mrinl GlueCEStateWaitinglobs (1)
o hefnl_ dugrid. GlueCEA VO:chem.biggrid.nl GlueCEStateFreelobSlots (1)
(7 GlueSiteUniguelD=NIKHEF-ELPROD GlueCEAccessControlBaseRule. VO:drihm.eu GlueCEStateRunninglobs (1
() GlueCEUniquelD=brug.nikhe..rdugrid-torque-alice (1) GlueCFAccessControlBaseRule: VO:dune GlucCEInfoGatekeeperPort |
() GlueCEUniquelD=brug nikhe...ordugric-torque-atias (1) GlueCEAccessControlBaseRule: VO:km3net.org GlueCEName (1)
() GlueCEUniquelD=brug nikhe...dugrid-torque-gratis7 (1) GlueCEAccessControlBaseRule. Voiofar GlueCElmplementationan|
() GlueCEUniquelD=brug nikhe..rdugrid-torque-infra’ (1) GlueCEAccessControlBaseRule: W

GlueCERolicyMarRunninglc
GlueCEInfoGRAMVersion (1]
objectClass (9)

grid-torque-long GlueCEStateStatus (1)
6l khe...11/nordugrid-torque- GlueCE biggrid.nl GlueCEAccessControlBaseR,
[ Gluec: khe...1/nord q GlueCEUniquelD dissel.nikhefn:2811/nordugr... GlueCEPolicyAssignediobs!
[ GlueCs kh torque-medium? GlueSchemaVersionMajor 1 GlueSchemaVersionMajor (1
0 6l khe...11/nordugrid-torgq GlueSchemaVersionMinor 2 GlueSchemaVersionMinor (
[ GlueC: khe...|/nordugrid-torque-sh GlueCECapability CPUScalingReferencesinD=2400 GlueCEUniquelD (1)
[ Glueci kh que-sp GlueCEHostingCluster dissel.nikhe.nl GlueCEStateEstimatedRespe
6l kh torque-vhimem? GlueCEimplementationName ARC-CE GlueCEInfoTotslCPUS (1)
O 6l . 1/nordugrid-torque-af GlueCEinfoContactst Z khef nk2811/jo, GlueCEinfoContactString (1
[ Gluec: le..11/nordugrid-torque- st GlueCEInfoGatekeeperPort 2811 GlueCEinfoHostName (1)
[ Gluect k... que-g GlueCEInfoGRAMVersion 0 GlueCEPolicyMaxWallClock|
0 6l ... /nordugrid-torg GlueCEInfoHostName dissel.nikhef.nl GlueCEStateTotallobs (1)
o Gl k.11 /nordugrid-torque- lhcb GlueCEInfolobManager arc GlueForeignkey (1)
(2 GlueCt .81 /nordugid-torque-h GlueCEInfol RMSType torque GlueCECapabilty (1)
() GlueCEUniquelD=dissel.nik..ordugrid-torque-long7 (1} GlueCEInfol RMSVersion 4210 GlueCEPolicyMaxCPUTime.
) " A " e FlofoTosalCDIL 02>

An infrastructure with components

matched to application needs
* systems architecture, compute (clusters),
networking, storage, and application structure

* in a cost-efficient, and energy-efficient, way

BerkeleyDB Information System for EGI, from top-level BDII at Idap://bdii03.nikhef.nl:2170/0=grid; Earth visualization: https://dashb-earth.cern.ch/, Google Earth

"
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AARC AEGIS and the EOSC - Interconnecting communities

elixiar

LIGO T m National Institutes of Health
L S C Scientific Turning Discovery Into Health
Collaboration

-

v wWLes

%AR IAH - EU X "\-"‘"t -------- ESC PE Worldvide LHC Gomputing Grid

S

. . INDIGO - DataCloud
https://aarc-community.org/about/aegis/ w st et o B S
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EOSC: an ecosystem more than just services infrastructure

Sharing & Discovery
Processing & Analysis
Data Management
Compute

Storage

Networking

Training & Support

Contact Us PortalHome Catalogue & Marketplace  Providers Dashboard  Login

EUROPEAN OPEN il
out Services & Resources Policy UseCases Media Forproviders Subscribe Using the Portal
SCIENCE CLOUD _

Open Consultation for the ED
I Strotenic Resenrch and

do

My - SCIENCE CLOUD about Governance Services & Resources Policy EOSCin practice Media For Providd
1ape the future of EOSC!
perer
Analytics (4) Showing 1- 50 of 50 resules Items per page: All
Application (5}
Compute (5)
. AMNESIA 0(0) Ii
Consulting (z) 1l
Cls=e "Anonymize your datasets” [y
- AMNESIA allows end users to anonymize sensitive data in order to share them with a
Networking (8) broad audience. The service allows the user to guide the anonymization process and OPENAIRE
Operations (12) SR
1 ADD TO COMPARE 129
Other (75) © ] ©
Security (12)
Software (21)
Storage (3) French Tuna Atlas Spatial Dota Catolog 0(0) Gk
. EBLUEERIDGE

Training (15) “Catalog application to manage spatially referenced resources”

Connect spatial information communities and their data using a modern architecture,

which is at the same time powerful and low cost, based on International and Open

View more_.

Q0 [] ADD TO COMPARE @0

Researcher
Contribute nlousses&
consumes data through
disapine speciic servies

Citizen
Consumes, processes or provides
data through mainly general-public
oriented services
EOSC Enabler
Consumes EOSC services &
designs and coordinates
dsGpline speaiic services

1 Policy Maker

\ Consumes, processes &
Dabta ts:i:nt{;t{ g “
ata Analys S
Consumes data and EOSC ™S % B
O kg seres EOSC- :

provides data through
discipline-specific services
Core i e— @
\ b R y Data Curator
,‘ = Manages and oversees data
: ; (preservation and compliance
x with obligations)

Research
Software Engineer
imes and contributes: wlth

Consu
EOSC-Core & EOSC-Exchange services ®

Data Steward/

Data Librarian

Prepares and handles FAIR data
and maintains data and metadata

Data RI Support
Professional

Contributes with EOSC RI
resources and EOSC-Core services.

Eduator/Trllner
Trains EOSC actors on policies,
procedures and services
ICT-Specific ! Library & Information Scnence Discipline Specific .
Understanding Data Conducting geseurch General Public

Developing Software

Circle diagram from Ignacio Blanquer’s ISGC 2022 keynote, Digital Skills for FAIR and open science: doi.org/10.2777/59065; EOSC Portal (https://www.eosc-portal.eu/) by EOSChub
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represented by logos: some of the AARC BPA Research Communities (top) using the AAI proxy architecture. At the ~ bottom: (global) e-Infrastructures using the

AARC BPA
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EOSC Authentication and Authorization Infrastructure
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slide: Christos Kanellopoulos, GEANT, for EOSC Future WP7.3
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EOSC Interoperability Framework

EDSC Portal - A goteway to information ond resources in EDSC

Home

EOSC Interoperability Framewaork

Q -
EOSC Interoperability Framework
=
L 4
i About the EOSC Interoperability Framework (EOSC-IF)

Enabling interoperability across resources and services is essential for
building a European Open Science Cloud that is federated and fit for
purpose. In turn, interoperability guidelines are necessary to facilitate the
cross-discipline collaboration of researchers, providers and research
communities.

LEARN MORE

EIAB and EIAC Charter

The EOSC Interoperability Framework aims to provide a set of

https://eosc-portal.eu/eosc-interoperability-framework

o2

LATEST NEWS

ENCE COMMUNICATION

Science communication of
RDA calls in the context of
EOSC

The Research Data Alliance
(RDA) and EOSC Future are
unlocking a budget of 15000€
in their latest call for highly...
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Composite AAls — proxies beyond ‘just’ the EOSC

Proxy model supports harmonizing IdPs beyond research

* edulD-style identifiers
- ‘life-long learning’ identifiers
- independent student identifier for
mobility & Erasmus-without-papers
- eduGAIN-alignment is coming: eduid.nl, Swiss edulD, ...

* elDAS and government elD (e.g. DiglD)
- identity assurance step-up

* ORCID provides this service for research in general
- since it persists, also very useful to allow researchers
consistent access independent of home org ©

Composite AAl image source: Christos Kanellopoulos (GEANT), Marcus Hardt (KIT)
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Collaboration and sharing is critical for research AARC

“Authentication and Authorisation Infrastructures (AAls) play a key role in
enabling federated interoperable access to resources.”

Proposed: AARC Technical Revision to Enhance Effectiveness (AARC TREE)

* define common strategies for the development and deployment of AAls
in the pan European Research Infrastructures

* improve access and sharing of scientific resources and

* improve interoperability among research infrastructure communities
across the thematic areas

https://aarc-community.org/ - the AARC Technical Revision for Enhanced Effectiveness (AARC TREE) submitted as CSA to INFRA-DEV-01-05 on March 9, 2023
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Design Patterns
in e-Infrastructures?



So can we now discern a common pattern?

 Make central components passive and as stateless as possible
- e.g. for fabric management, have central repository be a cacheable web service
- although persistent storage obviously has to retain some state ©

 Move complexity and volume requirements to the edge
- the edge scales horizontally and scaling from 2+ is much easier than from 1- 2

* You can move problems around, but it’s hard to actually solve them
- e.g. lack of a single common interface implies one needs adaptors and plugins

* Scaling collaboration and trust federation is as complex as scaling systems
- and beyond ‘Dunbar’s Number’, ~150, you will need some assessment and policy
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Nik[hef ... since some things are fun, but not quite that scalable ...
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